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ABSTRACT
Different species of animals have vast differences in how gen-
eral their learning abilities and behaviors are. This paper
analyzes the effect of network connection density and pro-
longed evolution on general intelligence. Using the NEAT
algorithm for neuroevolution, network structures with differ-
ent connectivities were evaluated in recognizing digits and
their mirror images. These experiments show that general
intelligence, i.e. recognition of previously unseen examples,
increases with increase in connectivity. General intelligence
also increases with the number of generations in prolonged
evolution, even when performance no longer improves in the
known examples. This outcome suggests that general intel-
ligence depends on specific anatomical and environmental
factors.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Intelligent agents

General Terms
Experimentation
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1. INTRODUCTION
All species have special abilities that can be termed domain-

specific intelligence. Some species are very good at solving
new tasks that they have never seen before. This ability is
called domain-general intelligence.
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A prevailing theory is that general intelligence emerges
from the interaction of multiple processes or modules in the
brain [5]. In this paper, the NEAT algorithm [4] was used to
evolve simple neural networks. These networks were evolved
for one task, but tested on a different one to study their abil-
ity to adapt. Network connection densities were varied to
resemble variations in interconnectivities of brain modules.
The length of prolonged evolution after the old tasks had
been solved was also varied. It was discovered that the per-
formance on the new task increased with increasing connec-
tion density, up to a point. That performance also improved
with prolonged evolution even though fitness in the old tasks
no longer improved.

2. EXPERIMENTS
Simple two-layer neural networks were evolved using the

NEAT algorithm. In the testing phase, new input was pre-
sented to the neural network. The test performance was
taken as the ”general intelligence”of that particular network.
The networks were initialized with different connection den-
sities. After initialization, only the connection weights were
evolved, keeping the structure fixed. Each population con-
sisted of either 30 or 100 neural networks with identical con-
nection densities. Each experiment was run 20 times for each
population and the results were averaged.

The handwritten digit recognition task was adapted for a
test for general intelligence. Inputs were not only images of
the digits (taken from the NIST database), but also their
mirror images. The mirror image of a single digit, 7, was
left out of the training set and only used as a test input. If
the neural network had evolved to recognize that some of
its inputs were mirror images of others, it should be able to
recognize a previously unseen set of mirror images.

The influence of prolonged evolution on test performance
could be verified by varying the number of generations for
which the neural network was evolved after its performance
had plateaued on the inputs shown during evolution.

3. RESULTS AND CONCLUSIONS
The test performance increased with increase in the con-

nection density of the neural network. But after 65% connec-
tion density, it started to decrease again (Figure 1). At the



Figure 1: The average performance on the test phase after evolving the network for 100 generations on the
other inputs. Connection density fraction is on the x -axis and percentage of test input images the neural
network identified correctly on the y-axis.

Figure 2: The average test performance of neural networks with connection density 0.65 after evolution for
50, 100, 200, and 300 generations on the other inputs. Number of generations is on the X-axis and percentage
of test input images the neural network identified correctly on the Y-axis.

same time, the fitness on the training inputs also decreased,
indicating that the decrease was not due to overfitting, but
from the difficulty of evolving large numbers of connection
weights. Excessive complexity would also explain why recur-
rent neural networks generally have a lower test performance
than feed-forward neural networks. Not only is the number
of connections larger, but the number of timesteps required
for the network to settle is also higher.

The test performance also increased with increasing num-
bers of generations for which the neural network was evolved.
Experiments were conducted on networks with the optimal
connection density, 0.65 (Figure 2). It should be noted that
there was no significant increase in the fitness over the evo-
lution examples during the prolonged training.

These results confirm that both denser connectivity and
prolonged evolution established network processes that im-
plemented more general solutions and therefore, more gen-
eral intelligence. Hence, it can be concluded that general
intelligence is determined by specific anatomical and en-
vironmental factors that affect the evolution of an animal
species.

The simulations from this paper can be extended in the
future to more realistic tasks in environments resembling
those in which real-life animal species live, gaining insight
into differences observed in biology. Neuroevolution has al-
ready been used to evolve complex animal behaviors such as
group hunting, communication with conspecifics and evad-
ing predators [2, 1, 3]. Eventually, the same approach could
be useful in creating intelligent behaviors for artificial agents
in video games or robotics as well.
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