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Subsymbolic systems have been successfully used to model several aspects of human lan-
guage processing. Subsymbolic parsers are appealing because they allow combining syntactic, se-
mantic, and thematic constraints in sentence interpretation and nonmonotonically revising that in-
terpretation while incrementally processing a sentence. Such parsers are also cognitively plausible:
processing is robust and multiple interpretations are simultaneously activated when the input is am-
biguous. Yet, it has proven very difficult to scale them up to realistic language. They have limited
memory capacity, training takes a long time, and it is difficult to represent linguistic structure.

A new connectionist model, INSOMNet, scales up the subsymbolic approach by utilizing
semantic self-organization. INSOMNet was trained on semantic dependency graph representations
from the recently-released LinGO Redwoods HPSG Treebank of sentences from the VerbMobil
project. The results show that INSOMNet accurately learns to represent these semantic dependen-
cies and generalizes to novel structures. Further evaluation of INSOMNet on the original Verb-
Mobil sentences transcribed with annotations for spoken language demonstrates robust parsing of
noisy input, while graceful degradation in performance from adding noise to the network weights
underscores INSOMNet’s tolerance to damage. Finally, the cognitive plausibility of the model is
shown on a standard psycholinguistic benchmark, in which INSOMNet demonstrates expectations
and defaults, coactivation of multiple interpretations, nonmonotonicity, and semantic priming.
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Chapter 1

Introduction

All grammars leak. - Edward Sapir

The first year of the new millenium has come and gone, and still HAL seems as much
science fiction today as the infamous psychotic computer did in 1968 when2001: A Space Odyssey
anticipated mankind’s first steps on the Moon the following year. If we could talk to computers
like modern-day Doolittles as we talk among ourselves, the ramifications would change our lives
more fundamentally than did the advent of the computer itself. The formalization of language in
the 1950s under Chomsky’s generative framework with its emphasis on a Universal Grammar (UG)
that is innate and, therefore, predetermined, led to widespread optimism that we could rationally
specify the foundation of language and encode that knowledge into a computer. Once the core
language faculty was in place, language learning should follow through exposure by simply tuning
prespecified parameters.

Yet, roughly half a century later, that optimism has largely waned. Early work in semantic
analysis of language had become bogged down in the sheer volume of domain-specific knowledge
that had to be built into systems to perform even modest language understanding. These systems
also proved to be tremendously brittle when extended beyond the domains on which they were
constructed.

The resurgence of an empirical approach to natural language processing over the past fif-
teen years has come through a variety of statistical learning techniques. These techniques have
capitalized on, and in turn fostered the growth of, large corpora from which knowledge can be
automatically acquired rather than stipulateda priori.

Whereas statistical techniques built on a symbolic basis have proven very successful on
tasks that lend themselves to symbolic description, such as part-of-speech tagging and syntactic
parsing, another class of statistical model that has a decidedly non-symbolic foundation has proven
as equally powerful when applied to domains for which a symbolic description would be virtually
impossible, such as modeling human aphasia.

1
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Figure 1.1:Natural Language Understanding. (Color figure) The primary task of natural language un-
derstanding is to transform an input sentence into a semantic representation that shows how the words and
constituents of the sentence relate to one another. This figure shows a graphical description of a seman-
tic representation for the sentencethe boy hit the girl with the doll. The graph nodes represents semantic
constituents and the arcs between them denote how they relate to each other. The details of this semantic
representation will be explained in Chapter 2.

Thesesubsymbolic(alternatively, connectionist or neural network) systems are inspired by
the biological model of the brain as a system that processes information through massively inter-
connected simple processing units based on idealized neurons. In this framework concepts are not
represented by discrete symbols, but rather are distributed across the units in such a way that all
units contribute to the concept’s representation. Thesedistributed representationsnaturally give
rise to a number of plausible cognitive behaviors, including robustness to noise, damage, and in-
complete information, concept gradation (in which a representation may be simultaneously similar
to other concepts), and automatic generalization arising from the same units being used to represent
all knowledge items in the system.

1.1 Task and Goals

Despite their success in modeling cognitive effects in natural language processing tasks, subsym-
bolic models have met with limited success when applied to parsing language into linguistically
validated structures.

Figure 1.1 illustrates the main task that will be the central objective of this dissertation. In
order to be useful as large-scale cognitive models, subsymbolic systems need to be able to parse
a sentence into a detailed semantic representation. Such a linguistic structure indicates how con-
stituents in the sentence, such as words and phrases, are related. Moreover, the semantic formalism
used must accommodate the inherent strengths of neural networks to allow for the modeling of
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cognitively plausible behavior that has been the primary research focus in the connectionist field.

Why is subsymbolic parsing a desirable goal? The main promise for both cognitive mod-
eling and engineering is that it accurately accounts for the holistic nature and nonmonotonicity of
natural language processing. Over the course of the parse, the network maintains a holistic parse
representation at the output. Words processed later in a sentence can change the developing repre-
sentation so that the network can recover from incorrect earlier decisions. This way, the network
can more effectively resolve lexical ambiguities, attachments, and anaphoric references during the
course of parsing. Indeed, multiple interpretations are maintained in parallel until disambiguat-
ing information is encountered in the input stream (cf. Onifer and Swinney 1981; MacDonald et al.
1992; MacDonald 1993). This is evidently how humans process natural language, what good parsers
should do, and what subsymbolic parsers promise to deliver.

The purpose of this dissertation is to show that deep semantic parsing of sentences from
real-world dialogues is possible using neural networks: a subsymbolic system can be trained to read
a sentence with complex grammatical structure into a holistic representation of the semantic features
and dependencies of the sentence. This research breaks new ground in two important respects. First,
the model described in this dissertation, the Incremental Nonmonotonic Self-Organization of Mean-
ing Network (INSOMNet), is the first subsymbolic system to be applied to parsing sentences into
deep semantic representations derived from a hand-annotated treebank of sentences with realistic
complexity. Second, whereas almost all previous work has focused on the representation and learn-
ing of syntactic tree structures (such as those in the Penn Treebank), the semantic representations
taken up in this study are actually dependency graphs. The challenge of developing a subsymbolic
scheme for handling graph structures led to the method of self-organizing the semantic frames that
serve as the graph nodes. This semantic self-organization in turn results in a number of interesting
cognitive behaviors that will be analyzed in this work.

1.2 Guide for the reader

This dissertation is structured as follows. Chapter 2 lays the groundwork for the INSOMNet model
by reviewing important issues in the representation of natural language, its cognitive aspects, how
neural networks have been applied to model these aspects, and the linguistic foundation for the
semantic representations used by INSOMNet. Chapter 3 then describes the INSOMNet model in
detail. In Chapters 4 and 5, INSOMNet is evaluated on a hand-annotated treebank of real-world
sentences using two variations of semantic dependency graph, one of which is relatively elementary,
and the other much more detailed. In Chapter 6, the robustness of INSOMNet is evaluated on the
original speech-annotated sentences from which the sentences in the treebank were derived, as well
as tested for how well the network can tolerate noise added to its weights. Chapter 7 evaluates
INSOMNet’s validity with respect to cognitive modeling. Future research directions are presented
in Chapter 8. Finally, Chapter 9 gives a summary of the dissertation research and results.
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We have followed a number of conventions throughout the dissertation for purposes of clar-
ity of exposition:

We rather than “I” is used even though there is a single author because “I” sounds a little too
pretentious to that author.

Italic typefaceis used for words, tokens, and sentences. Every sentence can be assumed to have
a stop symbol, usually the period. This typeface is also used for system parameters, and
linguistic terms.

Bold typefaceis used for linguistic annotations, such as frames and slot names.

Sans Serif is used for architectural components and linguistic feature names.

Color Scheme signifies low activations (0.0, 0.3) with shades of blue, intermediate values [0.3, 0.7]
with green, yellow or light brown, and high activations (0.7, 1.0) with reds to magentas. The
extrema are white (0) and black (1).
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Chapter 2

Background

Since at least Panini in the 5th century BCE, the human mind has seen structure in natural language
and has sought to define it. The most natural way for us to describe language is to circumscribe
it, to delimit it–a direct appeal to our thought processes, which have evolved as highly efficient
classifiers. Thus, just as Panini systematically described Sanskrit with some 4000 sutras in his opus
Astadhyayiand, in the process, anticipated much of modern formal language theory, people have
sought to distill every aspect of language into crystalline purity. This drive, hardly abated, still fuels
the controversy between competence and performance, the presumed modularity of the language
faculty, the associated nativist debate, and a host of other issues that, in effect, subscribe to the
notion of Leibniz’ calculus of reasoning, an essentially symbolic language of thought, wherein any
dispute could be resolved with the words, “Gentlemen, let’s compute.”

In this chapter we review the approaches that have been taken to understanding human sen-
tence processing, the tasks in which they have had the most success, and the characteristics of the
approaches that have contributed to those successes. Because the model described in this disser-
tation is built on a connectionist foundation, we will also discuss the cognitive issues of semantic
parsing, ambiguity, incremental processing, and nonmonotonicity with respect to their plausibility,
that has been the goal of most work in connectionist modeling. With these issues in mind, we will
review related work in connectionist natural language processing. Finally, we will describe the lin-
guistic foundation that has informed the design of the INSOMNet model that is the subject of the
current work, and conclude with how all of these pieces will be brought together in the coming
chapters.

2.1 Approaches to Natural Language Understanding

As Steven Abney aptly describes it, the “holy grail” of linguistics is to describe language in the way
that it is produced, comprehended, acquired, and the way it varies and changes (Abney 1996). In
short, human language is the focus, and we researchers want to build systems that will ultimately
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Figure 2.1:Symbolic Grammar. A simplecontext-free grammardefines how a sentence can be represented
as a set of rule expansions from the nonterminal start symbolS to the words in the sentence, the terminals
the, boy, girl , hammer, doll, hit, moved, andwith. A sentenceS can be expanded into a determiner phrase
DP and a verb phraseVP. TheDP can, in turn, be expanded into a determinerD and a noun phraseNP. The
NP can be rewritten as a bare nounN or N optionally followed by a prepositional phrasePP. TheVP may
be an intransitive verbV, a transitive verbV followed by aDP, or expanded recursively into anotherVP and
PP. ThePP breaks out into a prepositionP and aDP. The nonterminals,D, N, V, andP, can be rewritten
with their associated words, as shown in the right column. Notice that this grammar allows thePP to either
modify aDP or aVP to account for the prepositional phrase attachment ambiguity in the sentencethe boy hit
the girl with the doll. The ability of a CFG to represent ambiguity and recursion in human language makes it
a powerful computational tool in NLP.

communicate with us. But, in order to do so seamlessly, our systems will have to essentially act
human. They will have to, in some way, capture the human side of language use, not just an
idealization of it. It is an exciting undertaking, for nothing will more clearly define who we are than
the insights that are revealed in building an agent that can communicate with us on our own terms.

It is useful to see where we are in this process of building systems that understand language,
and how the approaches researchers have taken have shaped our view of language.

2.1.1 Symbolic

The paradigm of the descriptive, structured, and compositional approach to natural language pro-
cessing is the symbolic grammar. In its simplest form, a grammar is a set of rules that defines how
the constituents of a sentence are related, from the most basic (e.g., words), to the most encompass-
ing (e.g., the sentence,S, or its alias, the “start” symbol). A great many variations on grammar have
been explored in computational linguistics. One simple but especially powerful idea, thecontext-
free grammar(CFG) adds recursion to a finite set of rules to generate an infinite language, allowing
constituents to be embedded within themselves. Figure 2.1 gives an example of a simple CFG for a
small segment of English. The grammar is specified by a set of rules that shows how anonterminal
category can be expanded into one or more other nonterminal categories or replaced by the words
in the grammar, which are theterminalsymbols. This grammar begins with the traditional notion in
English that a sentence is divided into a subject and a predicate. The subject is a determiner phrase
DP and the predicate is a verb phraseVP. TheDP is rewritten as a determinerD followed by a noun
phraseNP, which can be expanded as a bare nounN, yielding any of the noun phrasesthe boy, the
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girl , the hammer, or the doll. TheNP may also be expanded into aN followed by a prepositional
phrasePP, which, in turn, can only be expanded as a prepositionP (to be replaced bywith) and a
DP. Notice that the recursive definition ofNP means that any number of prepositional phrases may
follow a noun phrase:boy with the girl with the doll with the hammer ..., ad nauseum. TheVP may
designate an intransitive verbV having no object (such asmoved), a transitive verbV followed by
its direct objectDP (hit or moved), or it can be recursively expanded into aVP and aPP. In both the
recursive rule expansions ofNP andVP, thePP is said to attach to theN (calledlow-attachment) or
VP (high-attachment) to indicate which phrase thePP modifies. The two rules allow the represen-
tation of the two interpretations for the prepositional phrase attachment ambiguity in the sentence
the boy hit the girl with the doll. If the interpretation is that the girl has the doll, then the sentence
is rewritten as

[S [DP [D the] [NP [N boy]]] [VP [V hit] [DP [D the] [NP [N girl] [PP [P with] [DP
[D the] [NP [N doll]]]]]]]] .

Otherwise, if it is the boy who has the doll and uses it to hit the girl, then the sentence is rewritten
as

[S [DP [D the] [NP [N boy]]] [VP [VP [V hit] [DP [D the] [NP [N girl]]]] [PP [P
with] [DP [D the] [NP [N doll]]]]]] .

The CFG can be used to represent such ambiguity and many aspects of human language that
display context-free behavior, such as embedded phrases and clauses. But it is difficult to capture
in a CFG other aspects of language such as word order, long-distance dependencies, agreement, or
lexical properties, such as the fact that theVP rule for an intransitive verb should only apply to the
verbmovedbecausehit requires an object in English.

A more sophisticated variant, theunification grammar, can represent these language as-
pects. Whereas in a CFG all nonterminals are atomic category labels, a unification grammar asso-
ciates bundles of features calledfeature structuresto nonterminals and lexical items that are used
as constraints on how constituents can be composed. The features in a feature structure have values
associated with them, some of which may themselves be feature structures.

The appeal of symbolic grammars is their transparency: they mean what they have been
designed to represent. Linguistic notions can be carefully analyzed, codified, and compared against
language exemplars. Generalizations and simplifications of a grammar can provide insight into
the human language faculty. Such was the case with the structure of phrases: the order of the
head word (the noun in a noun phrase, the verb in a verb phrase, the preposition in a prepositional
phrase, etc) and its roles is the same for almost all phrases in any given language, providing a
phrase template, so to speak, for that language. This observation led to the development of X-
bar Theory (Chomsky 1970), which collapsed the traditional phrase markers of NP, VP, DP, PP,
and AP (as well as some less traditional ones like IP and CP that carry inflection and complement
information, respectively) into a generic XP category. It also inspired the use of rule schemas, such
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Figure 2.2:Statistical NLP. The same grammar as in Figure 2.1, but with probabilities assigned to the rules
yields a PCGF. Notice that the probabilities on all of the rules with the same category (e.g.,VP) sum to1.0,
which means that these are the only permissible expansions of the rules in this grammar. The probabilities
give the likelihood of a given expansion. For example, in this grammar, low-attachment of the prepositional
phrase is more likely than high-attachment because the rule for theNP → N PP expansion has a higher
probability (0.4) than the probability of0.2 associated with the verb phrase expansionVP → VP PP. The
probabilities are usually compiled from a statistical analysis of a corpus. In this way, the PCFG can be given
an empirical foundation to better represent real human language usage.

as the head-complement and head-modifier rules of Head-driven Phrase Structure Grammar (Pollard
and Sag 1994), widening the linguistic divide between transformational and lexicalist approaches.
With each new such insight, a grammar can be refined and improved.

Yet, the very explicitness of a symbolic grammar is its greatest weakness. As clearly as
the rule-like behavior of language stands out, so do the exceptions. Grammars must constantly be
revised to broaden their coverage to handle extragrammatical effects such as dysfluencies, fillers and
pauses, dialectical variations, and scores of other phenomena of language usage that humans take
for granted. Moreover, languages change, as new usages gain currency. Language variation means
that new rules must constantly be added or refined, and that often conflicting rules must coexist.
Grammar development is dauntingly time-consuming and ultimately unfinishable.

2.1.2 Statistical

Although statistical analysis and description of linguistic data was very much the standard before
Chomsky’s inauguration of generative syntax in the late 1950’s, it was not until annotated corpora
became widespread that statistical NLP came into its own. Broadly speaking, statistical NLP spans
a variety of disciplines, from speech processing to information retrieval, and uses a variety of tech-
niques. They include both supervised techniques, where target data is given, and unsupervised
techniques, in which the system must induce meaningful categories. But in assigning structure and
meaning to sentences, the standard approach has been to supplement rules in symbolic grammars,
either hand-crafted beforehand or read off from an annotated corpus, with probabilities derived from
a statistical analysis of the corpus (Charniak 2000).

Figure 2.2 shows one of the most common statistical approaches that uses such probabilities.
The grammar is the same context-free grammar in Figure 2.1, but with probabilities assigned to
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the production rules. This association of probabilities with the rules in a context-free grammar
defines aProbabilistic Context-Free Grammar, or PCFG. The grammar in this example illustrates
the common prepositional phrase attachment ambiguity that has been the subject of much research
both within the parsing community and psycholinguistics. As has often been noted in empirical
studies of English, the prepositional phrase is more likely to attach to a preceding noun phrase than
a verb phrase. This empirical data is represented in the PCFG by associating a higher probability
with the noun phrase ruleNP→N PP(0.4) than with the verb phrase expansionVP→VP PP(0.2).
However, even with probabilities, such a simple grammar is unable to account for the selectional
preferences of the lexical items in the grammar. For example, this grammar would treathammeras
a modifier rather than an instrument in the sentencethe boy hit the girl with the hammer, whereas
a person would most likely make the opposite association. As a step toward overcoming such
shortcomings, statistical analyses have been incorporated into unification grammars and lexicalized
PCFGs.

Rule probabilities allow a statistical parser to rank all the parses generated from a grammar
for a given sentence according to an evaluation metric. The advantages over purely symbolic models
are manifold: the use of statistics captures correlations in the data that would otherwise have to be
reified in the grammar, most often at an immense cost in the complexity of the grammar. Moreover,
the statistics are learned, which can both offset the grammar developers’ (necessarily) incomplete
knowledge of language, as well as make the grammar more robust to peculiarities of the corpus. The
grammar underlying the system is still transparent, as in a symbolic system. However, the statistical
model may not be so enlightening, since its mathematical basis can often be quite opaque. Yet,
with a grammar prespecified as in a symbolic system, the statistical system is also limited by the
rules of the grammar. Moreover, because first-order statistics are not sensitive to sentence structure,
the trend in statistical NLP has been to incorporate more and more features on which to condition
the probabilities. For example, Collins (1999) evaluates several parsers that progressively include
more context information, while all context is considered in the Data-Oriented Parsing approach
of Bod (2001). Although quite powerful, the statistical approach essentially recasts the symbolic
requirement for complete domain knowledge in a new statistical light. A grammar must still be
specified and the most informative features for the statistical model have to be identified. What is
needed is an approach that can develop useful features on its own from the data. Such an approach
is described next.

2.1.3 Subsymbolic

A third approach to natural language processing that has been widely used in modeling psycholin-
guistic phenomena in the past two decades takes advantage of the characteristics of subsymbolic, or
connectionist, systems. These systems are inspired by the biological model of the brain as a network
of massively interconnected simple processing units, the neurons, which allow parallel computation
with soft constraints. Suchartificial neural networksdevelop representations that automatically
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Figure 2.3: Subsymbolic NLP. (Color figure) A defining characteristic of subsymbolic systems is that
they have no explicit grammar. Subsymbolic approaches typically use distributed representations to extract
and represent a grammar from the training data. Accordingly, there is no clear breakout of the traditional
phrasal categories. Rather, a statistical method of the distributed representations is required to characterize
the grammar the network has learned. Yet, inevitably, the components will often only loosely correspond to
linguistic notions such as phrasal category, but more often be an amalgamation of several such categories.
The best characterization, then, for the network’s “grammar” is that it is a blend of rules with inter-rule
interpolations possible, as illustrated in the figure. It is difficult to pull out of the distributed representation
using a standard grammar since doing so forces the network to conform with the grammar’s discrete rules.

distribute information over many units so that all units more or less contribute to the representation
and damage to any given unit only makes the representation slightly less accurate. These distributed
representations automatically give rise to a variety of interesting cognitive phenomena. For exam-
ple, neural networks have been used to model how syntactic, semantic, and thematic constraints are
seamlessly integrated to interpret linguistic data, lexical errors resulting from memory interference
and overloading, aphasic and dyslexic impairments resulting from physical damage, biases, defaults
and expectations that emerge from training history, as well as robust and graceful degradation with
noisy and incomplete or conflicting input (Allen and Seidenberg 1999; McClelland and Kawamoto
1986; Miikkulainen 1997a, 1993; Plaut and Shallice 1993; St. John and McClelland 1990).

Figure 2.3 emphasizes the differences between the subsymbolic and symbolic/statistical
paradigms. Whereas the latter two approaches generally assume an underlying grammar to generate
parse trees to be either manipulated or ranked, the subsymbolic approach has noexplicit grammar.
Instead, the grammar must be induced through training, and often becomes implicit in the activation
of the neural network. Accessing the grammar requires statistical methods such as principal compo-
nent analysis to map the most salient features in the network into features familiar to linguists. As
often as not, the features in the network are an amalgam of linguistic features and, therefore, do not
necessarily match the linguistic notions that are built into the symbolic and statistical grammars.

Yet, despite their many attractive characteristics, neural networks have proven very diffi-
cult to scale up to parsing realistic language. Training takes a long time, fixed-size vectors make
learning long-distance dependencies and composition of structures difficult, and the format of the
training data can impose architectural constraints, such as binary parse trees that are very deep and
force more information to be compressed in higher nodes, thereby making the sentence constituents
harder to recover. Progress has been made by introducing a number of shortcuts such as concen-
trating on small artificial corpora with straightforward linguistic characteristics (Berg 1992; Ho and
Chan 2001; Sharkey and Sharkey 1992), building in crucial linguistic heuristics such as Minimal
Attachment and Right Association (Lane and Henderson 2001; Mayberry and Miikkulainen 1999),
or foregoing parse structures altogether in order to concentrate on more tractable subproblems such
as clause identification (Hammerton 2001) and grammaticality judgments (Lawrence et al. 2000;
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Figure 2.4:Linguistic Structure. Parsing in the context of traditional NLP is a process in which a sentence
is converted into a linguistic structure which represents the relationships among the words in the sentence.
The grammar that governs the parsing process describe these relationships. Here, for example, the sentence
the boy hit the girl with the dollis divisible into two constituents,the boyand hit the girl with the doll,
according to the rules of English grammar. A natural language processing system must have a mechanism
which can retain information in memory which can be used later in a sentence to satisfy syntactic and semantic
constraints.

Allen and Seidenberg 1999; Christiansen and Chater 1999).

2.2 Cognitive Issues in Natural Language Understanding

Because they are generated according to constraints, distributed representations integrate informa-
tion very concisely. However, these distributed representations only capture correlations from train-
ing data. A fundamental assumption in linguistics is that mental representations are structured
compositionally rather than simply an amalgamation of statistical correlations. Much of linguistics
is concerned with describing the processes that build up these structured representations during the
course of language comprehension. Such processes have been difficult to model in connectionist
systems because neural network architectures have limited memory capacity (Stolcke 1990; Miik-
kulainen 1996). Accordingly, their application has been typically confined to toy grammars and
demonstrations based on predicting the next word in a sentence or filling in static thematic roles, as
will be described in Section 2.3.3.

This problem can be illustrated with the simple example in Figure 2.4. A sentence such as
the boy hit the girl with the dollis transformed, orparsed, into aphrase structurerepresenting the
relationships among its constituents. The sentence is divided into a subject, theDP the boy, and
a predicate, theVP hit the girl with the doll in this example. The parser must be able to detect
such phrasal boundaries. The problem is particularly challenging because language is inherently
recursive. Any phrase, in principle, can contain any number of words, and the words can have
dependencies, such as agreement, on others that are arbitrarily far apart in the sentence. The subject
could as well bethe nattily dressed boy who liked the girl who stood at the window ..., with more
and more words open to modification. Such variable and extensible structures have been a major
challenge to the neural network approach. The networks do not have explicit grammar rules, but
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must retain all of the information needed to build structures in memory. However, memory is limited
in a fixed length representation, so previous information gradually degrades as new information is
processed. Moreover, the structures themselves lose information as they become more complicated
because they, too, are described by fixed-length representations.

The pervasiveambiguityof natural language complicates parsing considerably. Ambiguity
arises at all levels of linguistic analysis, from lexical to structural to semantic to pragmatic. Further-
more, the boundaries between these levels are not distinct. For example, the ubiquitous prepositional
phrase attachment ambiguity, as Groucho Marx so cleverly abuses in his famous quip

I shot an elephant in my pajamas. How he got in my pajamas, I’ll never know.

is one that cannot be reliably resolved on the basis of syntax alone. In the worst case, world knowl-
edge is the only guide to the intended meaning.

As just described, in the symbolic and statistical NLP communities, which tend to be based
on syntactic grammars, parsing is often taken as the task of converting a sentence into a unique,
linguistically-preferred, syntactic tree. Because grammars tend to license a multitude of possible
parse trees for a given input sentence, parsing involves the additional burden of consistently rank-
ing the possible parses produced by a grammar so that the preferred parse tree always comes out
on top. Such parse selection is usually calledparse disambiguation, but the ambiguity stems from
the grammar, and not necessarily natural language (although the more accurate the grammar, the
more overlap there will be). Yet, as noted in Collins (1999), parsing can also be understood as
the task of finding all syntactically well-formed parse trees for a sentence, leaving aside the bur-
den of disambiguation and ranking. This latter notion of parsing has generally been adopted in
the psycholinguistics community where the nature of ambiguity itself and how humans so effort-
lessly accommodate it is of theoretical interest. Not surprisingly, connectionist systems, as models
of human performance, usually adopt the approach of finding all parses for a given sentence, in
which each part of the parse is graded according to how likely it is to be included in the sentence
interpretation. Accordingly, this approach to parsing is used in this thesis. Furthermore, although
parsing has been traditionally regarded as a syntactic process, we adopt the more general notion of
parsing as the task of converting a sentence into a linguistically-motivated structured representation,
not necessarily exclusively syntactic. In this dissertation, the focus will be primarily onsemantic
parsing, in which the linguistic representation denotes meaning.

The cognitively plausible approach to parsing ambiguous sentences would mimic the pro-
cess employed by humans during the course of sentence comprehension. The best evidence so far
suggests that language understanding is fundamentally an incremental process. By pruning away
unlikely interpretations as a sentence is processed,incrementalityprovides a tractable way of deal-
ing with the combinatorial explosion of analyses licensed by a grammar for ambiguous constituents.
Approaches to parsing that require components of a constituent to be assembled before the con-
stituent itself can be constructed, such as chart and shift-reduce parsing, are particularly vulnerable
to the issue of combinatorial complexity. The reason is that the components must be retained in
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memory for indefinite lengths of time until enough constituents have been constructed to allow dis-
ambiguation (Church and Patil 1982; Barton et al. 1987). However, psycholinguistic evidence that
multiple interpretations of a sentence are initially coactivated and the unviable interpretations later
suppressed provides further support for the incremental approach (Hudson and Tanenhaus 1984).
Moreover, not all ambiguities are always resolved, and indeed some ambiguities, such as modifica-
tion by a prepositional phrase, may remain underspecified (i.e., the prepositional phrase cannot be
said conclusively to modify any particular constituent, but may rather modify several at the same
time; Hindle and Rooth 1993).

Numerous psycholinguistic studies based on analyses of eye-tracking data strongly suggest
that people not only process sentences incrementally, but actively anticipate thematic roles well be-
fore they encounter the words that would fill those roles (Tanenhaus et al. 1995). Connectionist
networks are particularly adept at developing such defaults and expectations based on their train-
ing (Allen and Seidenberg 1999; McClelland and Kawamoto 1986; Miikkulainen 1997a).

There is one more issue that motivates the connectionist approach to sentence processing:
nonmonotonicity, or active revision of an interpretation in light of later context. Nonmonotonicity
can be seen in many guises, from the reinterpretation of lexical meaning to the suppression of
coactivated interpretations (Onifer and Swinney 1981; MacDonald et al. 1992; MacDonald 1993),
and, in the extreme case, in garden-pathing (Small et al. 1988; Marslen-Wilson 1989).

To remain a cognitive model, a connectionist sentence processing system should account
for semantic parsing, ambiguity, incrementality, and nonmonotonicity. We will next review the
components on which most connectionist sentence processing systems have been built to model
psycholinguistic studies.

2.3 Foundations of Connectionist Sentence Processing Systems

In the past two decades a number of neural network architectures have been proposed to represent
linguistic structure. In this section, we will take a brief inventory of some of the most prominent
of these architectures. Beginning with an overview of representation in neural networks, we will
review two architectures that use supervised training, the Simple Recurrent Network (SRN; Elman
1990) and Recursive Auto-Associative Memory (RAAM; Pollack 1990), to model recurrency in
neural network approaches to language processing. We will also introduce an unsupervised algo-
rithm, the Self-Organizing Map (SOM; Kohonen 1990, 1995), a version of which is used in the
current research as a means of organizing semantic representations in order to help the network
learn an efficient way to use its memory resources. These basic architectures have come to serve
as a foundation for most of the connectionist approaches to sentence processing that have since
followed, including the approach presented in this dissertation.
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Figure 2.5:Localist vs Distributed Representations. (Color figure) In a localist representation (left), each
unit stands for one word. In a distributed representation (right), all the units contribute to the representation
of one word. Because localist representations are discrete (each unit may take on a set number of values,
usually binary), several different words can be represented simultaneously in one representation, but doing so
in a distributed representation requires that each word be represented less accurately. However, the number of
words that can be stuffed into a localist representation is limited by the number of units, whereas the capacity
of a distributed representation is far higher, limited only by the resolution of the unit activations. Localist and
distributed representations are the endpoints of a continuum of possible representations (shown by the double
arrow). Intermediate types of representation, such as coarse-coding, combine features of both by limiting
how information is distributed among the units.

2.3.1 Local and Distributed Representations

An important issue in any natural language processing system is how the words and structures built
from them are to be encoded. One approach is straightforward: each unit in the representation stands
for a distinct word (see Figure 2.5). Suchlocalist representations are useful in many contexts, but
leave open the question of how to encode structure. They are also limited by the length of the rep-
resentation, since the representation must at least accommodate all the words to be represented. In
distributed, or subsymbolic, representations, items are represented across all units as a pattern of
activation. In this manner, similar items develop similar representations. Moreover, the number of
items that can be represented is limited not so much by the number of units in the representation as
by the resolution of the unit activations. That is, if the units are continuous-valued, they can theoret-
ically represent an infinite number of items. Continuous-valued units in distributed representations
allow interpolation between patterns, which results in good generalization and robustness to noise.

Thus, there is a basic trade-off between localist and distributed representations: accuracy for
capacity. Localist representations are exact; the precision of each unit in the representation serves
as a hard, inviolable constraint which limits the number of items that can be represented. If, for ex-
ample, two items require the same unit for their representation, they cannot both be represented. On
the other hand, distributed representations are approximate; the activation of each unit imposes only
a soft constraint on the complete representation of a given item. That is, the activation does not have
to be exact. Small deviations in the unit activations tend to cancel each other out without necessarily
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losing the identity of the item represented, allowing these units to contribute to the representation
of other items. In short, it is the combination ofall the unit activations of a representation that
determines what it stands for, and each may contribute more or less to one representation and more
or less to other representations.

This limit in representational capacity also affects generalization. Generalization results
from interpolation between unit activations. The units in distributed representations can take on
continuous values, allowing for interpolation. In contrast, the units in localist representations are
discrete because they can only take on a set number of values (such as 0 and 1 in the case of binary
units). Generalization is limited because the set of values imposes hard constraints on interpolated
activations.

However, it is useful to keep in mind that localist and distributed representations are only
the end points of a spectrum of possible representations. The more values that each unit in a localist
representation can represent and the more units that contribute to the representation of a single item,
the more distributed the representation becomes. Conversely, the more the value of any one unit in a
distributed representation is dedicated to the representation of an item, the more localist it behaves.

A common intermediate representation isfeature encoding, which still has mostly localist
properties, but is more distributed in the sense that more than one unit contributes to the repre-
sentation of a word. As a consequence, many more words can be represented in a feature-encoded
representation than a strictly localist one. Feature encodings are useful for representing lexical items
because they allow for explicit word recognition. Yet, they permit more lexical information such as
syntactic category to be encoded in the representation that can be used by a neural network to learn
a given task.

When a neural network is permitted to develop its own distributed representations, such
as in the network’s hidden layer (described next in Section 2.3.2) or through a mechanism like
FGREP (Forming Global Representations with Extended BackPropagation; Miikkulainen 1993),
the representations tend to develop much finer distinctions calledmicrofeatures. These microfea-
tures are the activations over sets of units that work together to encode the types of features that we
attribute to symbols. However, different sets of units will come to represent features that a grammar
designer would normally assign to one specific set of units.

Along this spectrum of representation, it proves to be much more difficult to represent struc-
ture in localist representations. Simply activating many units in parallel to represent the constituents
in the structure reveals nothing about how the words relate to one another, only that they are cor-
related. Such relations must themselves be somehow reified in the units as well. The resulting
combinatoric explosion of possible structures to be represented also makes representing them ex-
plicitly infeasible. However, distributed representations can encode structure as well as terminal
symbols (words). Encoding structure in a distributed representation involves compressing the rep-
resentations for two or more constituents into a single representation via anencoderin such a way
that those constituents can be reconstructed through adecoder. The sections on the SRN and par-
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Figure 2.6:Two-layer FeedForward/Backpropagation Network. (Color figure) A pattern of activation
is presented to theinput layer as a vectorx and propagated through the weight matrixV between theinput
layer andhidden layer. The resulting vectorVx is passed through a squashing functionf so that thehidden
layer activation patterny = f(Vx) remains bounded. Similarly, theoutput layer activation patternz is the
vectorg(Wy). Typically, f andg are the same function. The output patternz is compared with a target
patternp, and a scalar errorE = h(z,p) assessed according to a cost functionh. The weight matricesV and
W are then modified based onE.

ticularly the RAAM network (see Sections 2.3.3 and 2.3.4 below) will deal with this issue in more
detail. First, however, we will describe the general process by which distributed representations are
developed.

2.3.2 Backpropagation Networks

Figure 2.6 shows a basic two-layer backpropagation network, which we will use to first give an
overview of the network’s operation, and then to describe the derivation of the backpropagation
algorithm. The network has two weight matrices,V, connecting theinput layer to the hidden
layer, andW, connecting thehidden layer to theoutput layer. The network is commonly called
a two-layer network because the units in theinput layer are not computed, but simply presented
as an initial pattern of activationx, whereas activation of thehidden layer andoutput layer are
computed in the following way. Thehidden layer activation patterny is calculated as a function
f of the vectorVx in order to keep the elements ofy within a predefined range. For this reason,
f is often called asquashing function. Theoutput layer pattern of activationz is determined in
the same manner as the result ofg(Wy) for a squashing functiong, which is generally the same
asf . Once the output pattern has been calculated, it is compared with atarget patternp and an
errorE = h(z,p) is assessed. The functionh is called acost functionand provides a metric of the
similarity of the outputz to the targetp. This error is used to adapt the weightsV andW so thatz
gradually converges onp. The weights are changed slowly becausep is just one of a set of patterns
P to which patterns from an input spaceX are to be mapped, in effect approximating a function
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Figure 2.7:Logistic Function. (Color figure) The logistic functionσ(x) = 1
1+e−x is a standard sigmoid

function used in backpropagation networks to map the real line to the (0,1) interval. In its midrange, it is very
nearly collinear withy = (x+2)/4. In addition to this linear approximation, the logistic function has another
mathematical property that makes it computationally useful: its derivateσ′(x) can be succinctly expressed in
terms ofσ(x) itself asσ(x)(1− σ(x)).

M : X → P . Given enough non-linear units in thehidden layer, it has been proven that such an
approximation can be made arbitrarily close, making the basic two-layer backpropagation network a
universal function approximator(Hornik et al. 1990). Backpropagation is an optimization algorithm
used to find weights that give the lowest overall error mappingX to P . We will first show how the
weights are adapted, and then describe how the backpropagation algorithm can be generalized to
multi-layer networks.

Training a backpropagation network consists of two phases. The forward phase propagates
the input pattern through the network to theoutput layer, and the backward phase redistributes the
error E between the output activation and the target pattern over the weights by minimizing this
error.

Forward propagation begins with the input pattern of activationx presented to the network
and propagated through the weight matrixV. The resulting vectorVx is passed through a sigmoid to
produce an activation patterny in thehidden layer. The standard sigmoid that is used in backpropa-
gation networks is the logistic function (Figure 2.7) because of its nice mathematical properties. The
logistic function is semilinear, which means it is differentiable and monotonically increasing, and it
bounds the real numbers to the interval (0,1), and is very nearly linear in its midrange. Furthermore,
its derivative can be re-expressed in terms of the logistic function itself:

σ(x) = 1
1+e−x (2.1)

σ′(x) = e−x

(1+e−x)2
(2.2)

σ′(x) = 1
1+e−x

e−x

1+e−x (2.3)

σ′(x) = σ(x)(1− σ(x)) (2.4)

These properties make the function computationally efficient.
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We will denote the elements ofx by xi, those ofy by yj , and those ofz by zk. The weights
in V andW are thenvji andwkj , respectively, using standard matrix notation. The activation of
each unit in thehidden layer is calculated as

rj =
∑

i vjixi (2.5)

yj = σ(rj) =
1

1 + e−rj
(2.6)

whererj is the net input to ahidden layer unit. Typically, a bias unit is added to theinput layer and
set to 1 in order to allow the sigmoid to be displaced from the origin by adjusting the bias weight.
Equation 2.5 remains unchanged, but withi ranging over each unit in theinput layer including the
bias unit.

The resultinghidden layer y activation is then propagated through the weight matrixW to
produce an activation pattern in theoutput layer z, which is calculated for each unit as

sk =
∑

j wkjyj (2.7)

zk = σ(sj) =
1

1 + e−sj
(2.8)

with sk denoting the net input to anoutput layer unit. As before, a bias unit may be added to the
hidden layer and set to 1 with no change in Equation 2.7 except to accommodate the extra unit in
the range ofj.

Once the output pattern is produced, the backward propagation (orbackpropagation) phase
is started. The output patternz is compared to a target patternp, and an error signalE is determined
according to a cost function. A standard cost function is thesum of squared errors:

E =
1
2

∑
k

(pk − zk)2 (2.9)

Because the cost and logistic functions are differentiable, this error can be reformulated as a dif-
ferentiable function of the weights, producing anerror curveamenable to numerical analysis. The
goal, then, becomes a search for the set of weights that minimize this function. Accordingly, the
backpropagation algorithm can be derived asgradient descent, in which a minimum for the function
is found by greedily following the curve in the direction of itssteepest(most negative) slope. The
derivatives ∂E

∂wkj
and ∂E

∂vji
denote howE changes as the connection weightswkj andvji change,

respectively. The chain rule on∂E
∂wkj

gives

∂E

∂wkj
=

∂sk

∂wkj

∂zk

∂sk

∂E

∂zk

where each term in the product is determined by differentiating the equations 2.8, 2.7, and 2.9 with
respect towkj , sk, andzk, respectively:

∂sk

∂wkj
=

∂(
∑

j
wkjyj)

∂wkj
= yj
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∂zk

∂sk
= σ′(sk) = zk(1− zk)

∂E

∂zk
=

∂( 1
2

∑
k
(pk−zk)2)

∂zk
= −(pk − zk)

The result
∂E

∂wjk
=

∂sk

∂wjk

∂zk

∂sk

∂E

∂zk
= −yjzk(1− zk)(pk − zk)

represents the slope of the error curve evaluated atwkj .
The error signalδk defines the contribution of unitzk to the total costE:

δk = σ′(sk)
∂E

∂zk
= zk(1− zk)(pk − zk)

and the weight adjustment forwkj allots the errorδk according to the strengh ofyj :

∆wkj = ηδkyj (2.10)

whereη is the learning rate, or step size, to be taken.
Once theδk error signals are found, the chain rule can then be used to determine∂E

∂vji
:

∂E

∂vji
= ∂rj

∂vji

∂yj

∂rj

∑
k

∂sk
∂yj

∂zk
∂sk

∂E
∂zk

= ∂rj

∂vji

∂yj

∂rj

∑
k

∂sk
∂yj

δk

where the three partial derivatives,∂rj

∂wji
, ∂yj

∂rj
, and ∂sk

∂yj
, are found by differentiating the equations

2.7, 2.5, and 2.6 with respect towji, rj , andyj , respectively:

∂rj

∂wji
=

∂(
∑

i
wjixi)

∂wji
= xi

∂yj

∂rj
= σ′(rj) = yj(1− yj)

∂sk

∂yj
=

∂(
∑

j
wkjyj)

∂yj
= wkj

The result is

∂E

∂vji
= ∂rj

∂vji

∂yj

∂rj

∑
k

∂sk
∂yj

δk (2.11)

= −xiσ
′(rj)

∑
k wkjδk (2.12)

= −xiδj (2.13)
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Figure 2.8:General Forward/Backpropagation. (Color figure) The activation and error for each unit
in a layer are calculated independently of all other units in the layer. In the forward phase, the activation
of a unitym

j in layerm is the weighted sum of the vectorxm−1 passed through the sigmoid functionσ. In
the backward phase, the error signalδm

j is the weighted sum of the error signalsδm+1
k from layerm + 1

proportioned byσ′(ym
j ), which allocates most of the error fromym

j to the sigmoid’s midrange, as shown in
Figure 2.7.

where the contribution of unityj to E is defined as

δj = σ′(rj)
∑
k

wkjδk = yj(1− yj)
∑
k

wkjδk (2.14)

and the weight change∆vji then given by

∆vji = ηδjxi (2.15)

in a manner analogous to Equation 2.10.
Generalizing Equation 2.13 to networks with more than two layers is straightforward be-

cause the derivative∂E
∂vji

only depends on the activation ofxi propagated to connectionvji and
the error signalδj backpropagated from the previous layer. The general equations for a matrix of
weightswm

ji between layerm − 1 and layerm, with error signalδm
j proportional to the weighted

sum of the error signalsδm+1
k from the previous layerm + 1 are given by:

∂E

∂wm
ji

= −xm−1
i δm

j (2.16)

δm
j = σ′(ym

j )
∑

k wm+1
kj δm+1

k (2.17)

∆wm
ji = ηδm

j xm−1
i (2.18)

wherei indexes unitsx in layerm− 1, j indexes unitsy in layerm, andk indexes unitsz in layer
m + 1, as shown in Figure 2.8.

Backpropagation has a direct interpretation as a blame assessment algorithm. The error
signal at the output layer is distributed backward over the weights of the network in the opposite
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Figure 2.9:Next word prediction with SRN. (Color figure) The input sentence from Figure 2.4,the boy
hit the girl with the doll, is shown being presented to the network one word at a time. The coarse-coded
representation for the current input wordthe is shown at top left. At each step, the previous activation of the
hidden layer is copied (indicated by the dotted arrow) to thecontext layer assembly to serve as context for
the current input. This activation, together with the current input word is propagated to thehidden layer of
the SRN network through a matrix of weights (indicated by solid arrows) that connect all the units in one
layer to another. Thehidden layer is further propagated to theoutput layer through another set of weights.
In most applications of this architecture, the network generates the representation of the next word in the
sentence (here,boy) as its output. All connections (weights) are trained through backpropagation (Rumelhart
et al. 1986).

way that the activation is propagated forward from the input to the output layer. Those weights that
contribute most to the error for a given input are adjusted proportionately.

2.3.3 Simple Recurrent Networks

Since its introduction in 1990, the Simple Recurrent Network (SRN; Elman 1990) has become a
mainstay in connectionist natural language processing tasks such as lexical disambiguation, preposi-
tional phrase attachment, active-passive transformation, anaphora resolution, and translation (Allen
1987; Chalmers 1990; Munro et al. 1991; Touretzky 1991).

The SRN is a backpropagation network with an extra assembly of units (theprevious hid-
den layer or context layer) that serves as temporal context for the input (Figure 2.9). A sequence
of inputs is presented to the network one word at a time. The network propagates the activations
from the current input and thecontext layer forward through the network to theoutput layer. As
described in Section 2.3.2, an error signal is then determined and backpropagated to change the
weights between the layers in order to better approximate the output. Thehidden layer is then
copied to thecontext layer assembly to serve as context for the input word at the next time step.

Figure 2.9 shows an example SRN at the beginning of processing the sentencethe boy hit
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the girl with the doll. The representation for the first wordthewas presented to theinput layer of
the SRN. Thecontext layer at this point was blank because there was no previous context for the
first word of the sentence. These layers (input andcontext) were propagated together to thehidden
layer, which formed a representation to serve as memory for the next word in the sentence,boy.
Thehidden layer representation was propagated to theoutput layer, for which the next word (boy)
served as a target. Thehidden layer was copied to thecontext layer assembly, the representation
for the next word was loaded into theinput layer, and the process was repeated in this manner until
an end-of-sentence marker was read.

As each word in the sentence is read in, the memory represented by thehidden layer de-
grades. The reason is that thehidden layer is fixed in length, and is forced to represent previous
items less accurately in order to accommodate new ones. Thismemory problemhas limited the use
of the SRN to learning fairly simple targets such as localist or feature-encoded word representations.

The aim of the network is to match the target as closely as possible. In this manner, the
network is typically trained, as in the task above, to “predict” the next word in the sentence from all
the words which have occurred previously. Many researchers have demonstrated the behavior of the
architecture on a next-word prediction task in order to evaluate what types of linguistic phenomena
were learnable (Elman 1991; Elman et al. 1996; Weckerly and Elman 1992; Christiansen and De-
vlin 1997). They have shown, for example, that the SRN is able to identify clausal boundaries in
sentences with relative clauses. The network was able to maintain long-distance dependency infor-
mation across relative clauses in thehidden layer such as agreement between a subject and verb.
However, the memory capacity of the SRN was limited, and it was unable to encode dependencies
across intervening context-independent phrases.

Although prediction has been a useful method of showing how a neural network can acquire
grammatical knowledge from the training data, it is not a task in itself. A more cognitively and
linguistically founded approach would attempt to model the building of structures that represent
meaning. That is what people do when they understand language, and that is what artificial systems
should also do to be useful. A step in this direction has been made with SRNs that map a sentence
into a set of case roles, as in Figure 2.10. Based on the theory of thematic case roles (Fillmore 1968),
case-role analysis assumes that the syntactic structure of the sentence is specified beforehand, and
the goal is to assign the proper roles to the words in the sentence. For example, given a simple
sentence with subject, verb, object, and a with-clause, the network’s task is to assign those words
to the thematic rolesagent, act, patient, andmodifier or instrument depending on the selectional
preferences of the words in the training corpus (as determined by frequency; Miikkulainen and Dyer
1991; McClelland and Kawamoto 1986). As before, the sentence is read in one word at a time, and
the network is trained to map the sentence into the words that fill the case roles for that sentence.
By giving these same words as static targets for each word of the sentence, the network will develop
expectations and defaults, as shown in Figure 2.10. The network has only read the wordgirl , but is
already expectinghammeras aninstrument. But when the worddoll is later read in, the activation
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Figure 2.10:Case-role analysis with SRN.(Color figure) The same input sentencethe boy hit the girl with
the dollas in Figure 2.9 is presented to the case-role analysis network. The distributed representation for the
current input word,girl , is shown at top center. As before, propagation of the input proceeds through a set of
weights to thehidden layer, with the previous hidden layer saved as the currentcontext layer. Thehidden
layer activation is further propagated to the fiveoutput layer assemblies that have been chosen to stand
for selected semantic roles. The network demonstrates expectations by anticipating the wordhammeras an
instrument forgirl , based on its training experience. However, the modifierdoll is also weakly activated, and
will become strongly activated when that word is later read in as input, with the activation of the instrumental
output becoming consequently weak.

for hammerfalls off, and the activation fordoll will become strongly activated. If, instead ofdoll,
which only occurs in the modifier sense, the word wereball, then both theinstrument and as
modifier would be coactivated. Themodifier sense, however, would be more strongly activated
because that is the sense that is most frequent in the training set. This shows that the network also
demonstrates nonmonotonicity in the coactivation of multiple senses in the face of ambiguity and its
subsequent resolution. This behavior is a very desirable property for a cognitively motivated system
to have, and has served as a constraint on the implementation of INSOMNet.

While this approach works well for sentences with fixed structure, it becomes untenable
for the full complexity of language. Stopgap solutions, such as fixing the number of any given
role, only work on toy grammars and small corpora, and are both linguistically and cognitively
distasteful. The building of structures that represent meaning should not impose hard constraints on
the depth of the structure. To be cognitively valid, the ability to build up more complex structures
should be subject to soft constraints that result in human-like errors in processing. In Section 2.4,
architectures that incorporate structure encoding are briefly described. They make use of another
standard connectionist NLP architecture, called RAAM, which is described next.
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hit
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hidden layer [hit,[the,girl]]

Figure 2.11:Recursive Auto-Associative Memory. (Color figure) In order to encode a tree structure such
as that on the right in a fixed-length distributed representation, the tree’s constituents need to be compressed.
In the binary RAAM shown here, two eight-unit input representations,hit and[the,girl] are combined into
a single compressed eight-unit representation,[hit,[the,girl]] . This compressed representation develops in
thehidden layer through auto-associating the input as output. The subtree[the,girl] is itself a compressed
representation of its constituents,theandgirl , saved from thehidden layer using the same network. In this
manner, progressively deeper structures can be encoded from simpler constituents. All the weights (indicated
by arrows) are trained through backpropagation. The dotted lines indicate that the compressedhidden layer
representation can be recursively used as input and target when building the tree structure, and the output can
be further decoded from the hidden layer.

2.3.4 Recursive Auto-Associative Memory

A way of combining two or more substructures into one is essential to representing structures in a
neural network. The Recursive Auto-Associative Memory (RAAM; Pollack 1990) provides such a
mechanism. RAAM is a three-layer backpropagation network in which two input representations, or
assemblies, are compressed into a single representation that can be decoded to recover the original
inputs. The network is trained to reproduce, orauto-associate, its input at its output; at the same
time a compressed representation of its input/output develops in thehidden layer. Because the
compressed representation has the same length as that of its constituents, it can be used for building
up yet deeper structures in a recursive fashion (Figure 2.11).

For example, in Figure 2.11, the tree[hit,[the,girl]] is encoded fromhit and[the,girl] . The
subtree[the,girl] has already been encoded fromtheandgirl . The leaf representations forhit, the,
andgirl must be specified beforehand. Usually they are given a simple localist or feature encoding.

Like the SRN, RAAM suffers from a memory problem. As deeper structures are encoded,
information from earlier constituents such as the leaves themselves is gradually degraded to the
point where it is eventually unrecoverable. The reason here is that the constituents are compressed
in thehidden layer. Thehidden layer is fixed-length and, consequently, the more items it is forced
to represent, the less accurately it is able to represent them.
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Figure 2.12:Self-Organizing Map. (Color figure) The figure shows the common two-dimensional map
together with three example input patternshit, boy, andgirl , the latter two of which are similar. There is
a single set of weights between theinput layer, to which the input patterns are presented, and themap
nodes on the map. Trained on a set of such patterns, the Self-Organizing Map develops a two-dimensional
clustering of its input space while preserving much of its topology. Thus, inputs that have similar patterns
in the input space will often end up near each other on the map, such asboy andgirl in the figure, while
dissimilar patterns, such ashit, will tend to be mapped to units farther away. The reason that input patterns
get clustered in this manner on the map is that the self-organization algorithm develops a local response by
activating themap node whose weights are closest to an input pattern. These weights and the weights of
surroundingmap nodes are then adapted towards the input’s activation pattern. Over time, nearbymap
nodes become similar and thus respond to similar input patterns.

2.3.5 Self-Organizing Map

The Self-Organizing Map (SOM; Kohonen 1990, 1995), is a neural network that develops a two-
dimensional clustering of its input space of patterns while preserving the topology of that space by
mapping similar input patterns to nearby units (map nodes) on the map. In Figure 2.12 each input
pattern is shown being mapped onto a particularmap node called the maximally-responding unit,
or winner, as measured by a metric such as Euclidean distance. Thus, for an input patternx, the
responsenij of eachmap node (i, j) (wherei and j are indices on a two-dimensional map) is
calculated as

nij = 1.0− ||x−mij ||
dmax

(2.19)

wheremij is the weight vector for unit(i, j) anddmax is the maximum distance of two vectors in
the input space (e.g.

√
2 in the 2-D unit square). The winner is the map node which satisfies

i, j = argmax nij (2.20)

The training algorithm proceeds by randomly initializing the weights between eachnode
in the map and theinput layer and setting theneighborhood(the dashed square in Figure 2.12)
to at least half the diameter of the map. The set of input patterns are presented randomly to the
map, with each such presentation of the full set taken as anepoch. As each pattern is presented, the
map is searched for themap node whose weights most closely match the input pattern using Equa-
tion 2.20. When identified, the winner’s weights and the weights of all units within its neighborhood

25



are adjusted toward the input pattern according to

∆µi,j = α(t)[x− µij ](i, j) ∈ Nc(t) (2.21)

After some number of epochs, the neighborhood is decreased, and the learning rate lowered.
In this way, the node weights slowly converge to represent the input space.

The weights of the winner and all the nodes in itsneighborhoodare updated according to
the standard SOM adaptation rule (Kohonen 1990, 1995) to better approximate the current input.
The size of the neighborhood is set at the beginning of the training and reduced as the map becomes
more organized. Thelearning rate, which is the amount of weight update on each trial, is also set
beforehand and reduced according to a predefined schedule that often is linearly or exponentially
decaying.

The Self-Organizing Map has been used in a number of NLP tasks, such as data mining (Ko-
honen et al. 2000; Honkela et al. 1998), speech recognition (Kangas et al. 1992), and parsing (May-
berry and Miikkulainen 1999) because of its ability to induce salient features of its input space. This
ability is utilized in INSOMNet on a version of the SOM in order to develop semantic representa-
tions from a corpus.

2.4 Previous Connectionist Parsers

Most parsers in connectionist NLP have used the SRN and RAAM as foundations for sentence
processing. Other parsers have been symbolic-subsymbolic hybrid systems such as PARSEC (Jain
1991) and NNEP (Henderson 1994). These latter systems have used symbolic components to get
around the problems of neural networks such as the memory problem associated with structure en-
coding, but suffer many of the drawbacks associated with symbolic systems, including catastrophic
failure and the need for designing the system. Nevertheless, because of its prominence, we will be-
gin with a brief description of PARSEC, and round up the review with a look at two recent models
that have been applied to large-scale language tasks: the Simple Synchrony Network (SSN; Lane
and Henderson 2001), a model based on NNEP, and the Connectionist Sentence Comprehension
and Production model (CSCP; Rohde 2002). The neural network approaches, of course, all share
the advantages and disadvantages of subsymbolic systems, the chief among these being the memory
problem and the associated difficulty in building up sizable structures.

2.4.1 PARSEC

PARSEC (Jain 1991) is an incremental connectionist parser of spoken language that learns to as-
sign input words into a three level structure for phrases, clauses, and the full sentence through a
series of feedforward “mapping” modules. The parser was trained on theConference Registration
Task, which consisted of 204 sentences taken from a 400-word lexicon. It proved to be robust to
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speech effects such as restarts and repairs, as well as ungrammaticality and fillers, when tested on
the Air Travel Information Service (ATIS) task. However, there is very little structural information
given in the output representations, other than those implied by the phrases and clauses themselves.
How these constituents relate to each other is left unspecified. Regardless, PARSEC clearly demon-
strated the some of the most attractive properties of neural networks such as robustness to noisy and
ungrammatical input.

2.4.2 Reilly’s RAAM-based Parser

Reilly demonstrated one of the earliest and henceforth most common approaches to subsymbolic
parsing of syntactic structure (Reilly 1992). A RAAM network was first trained to encode a set of
16 syntactic parse trees into distributed representations. An SRN was then trained to read the repre-
sentation of the sentence one word at a time, outputing the representation of the complete parse tree
at every step. For example, as each item in the input sequenced n p d n v d a n was read in
successively, the SRN attempts to produce the parse result[[[d,n],[p,d,n]]],[v,[d,[a,n]]]] .
The SRN was then tested on four novel sentences, and the final parse results were decoded to deter-
mine how well the system learned the constituent structures.

Reilly’s architecture was able to learn 11 of the 16 training sentences. In the four test
sentences, it was able to produce some substructures correctly, but failed to generate the correct
parse for the complete sentence. Although Reilly did not directly state that the SRN is unable to
retain enough information in memory to produce the correct parse at the output, this can be inferred
from the results he gave in the paper. The SRN failed to learn those trees with the deepest structure
in both the training and test sets. Reilly did, however, fault the limited capacity of both the RAAM
and SRN networks for the poor generalization to novel sentences.

2.4.3 Sharkey and Sharkey’s Modular Parser

Sharkey and Sharkey took Reilly’s approach a step further by incorporating a feedforward network
to map the output from an SRN to RAAM parse tree representations (Sharkey and Sharkey 1992).
Three different connectionist architectures, an SRN, a feedforward network, and a RAAM, were
all trained separately and then combined into a four-layer architecture that could parse structurally
ambiguous sentences in terms of prepositional phrase attachment, embedded clauses and relative
clauses.

The RAAM decoder network was trained to develop the structures that will serve as output
of the integrated network. The SRN encoder network is trained on the standard prediction task of the
next work in the input. The feedforward network was trained to map thehidden layer representation
at the end of the process to the corresponding RAAM representation so that the structure could be
decoded into its proper constituents. The network was able to disambiguate all of the1280 sentences
it was trained on and75.6% of the320 novel sentences in the test set. Cluster analysis of the hidden
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unit activations revealed that the SRN was capturing significant structural information.

Sharkey and Sharkey’s model was one of the first purely modular approaches to connec-
tionist sentence processing, but generalization was still very limited. Sharkey and Sharkey did not
provide an analysis of the actual errors that the network made, concentrating their discussion rather
on the structures that the network was able to capture, but the poor generalization results implicate
the limited memory capacity of the SRN parser and RAAM decoder.

2.4.4 Berg’s Xeric Parser

In the Xeric parser (Berg 1992), RAAM and SRN were integrated into a five-layer architecture. The
encoder part of a RAAM network was inserted between the input and context layers and the hidden
layer of the SRN, and the decoder part was inserted between the hidden layer and the output layer.
The input is a feature encoding of the current word, which is propagated through the encoder to the
hidden layer, and further propagated through the decoder to the output. The output corresponds to a
template structure based on a simplified form of X-Bar theory (Sells 1985), composed of a specifier,
head word, and up to two complements. Features include the syntactic category of the word, its
number and person, and several parameters that depend on the category (such as tense for verbs).
Additionally, a 9-unit ID tag identifies words having identical syntactic features.

The network was trained on a corpus of1000 fairly simple, unambiguous sentences using
a variant of backpropagation through time (Rumelhart et al. 1986). Training was not perfect, with
percentage correct ranging between91− 99% depending on the depth of the X-Bar structures used
to represent the sentences. On the testing corpora (also consisting of1000 sentences), the percentage
correct ranged between89 − 99%. Berg’s analysis of the error showed that53% of the errors the
network made were due to the ID tags in the output units. However, the ID units constituted only
a tenth of the total number of output units. Thus, a disproportionate number of the errors the Xeric
parser made was trying to identify constituents. This is the hallmark of the memory problem that
has prevented the application of recurrent neural networks to interesting linguistic phenomena.

Nonetheless, Xeric was one of the first integrated architectures that could handle and repre-
sent complex recursive phrase structure constructs. An integrated architecture is desirable because
it permits the encoding and building of structure to happen simultaneously.

2.4.5 Ho and Chan’s Confluent Preorder Parser

The confluent preorder parser (Ho and Chan 1997) also learned to process sentences one word
at a time, but the output representations were generated by a preorder traversal of the sentences’
parse trees by a variation of RAAM for sequences called SRAAM (Pollack 1990). The sequence
generated by a preorder traversal of the parse tree of a sentence yields more elements than are in the
sentence itself. The extra elements are the internal nodes of the parse tree. The sentence is just the
terminals. To deal with the extra elements, Ho and Chan use adual-ported SRAAM (Chrisman
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1991) to develop representations for the preorder traversal sequences. In the dual-ported SRAAM, a
process called confluent inference forces thehidden layer to develop representations that subserve
two different tasks. In Ho and Chan’s model, these tasks are developing a representation of the
surface sentence and, at the same time, the preorder traversal of the sentence’s parse tree.

The network was trained on82 sentences, and tested on30 sentences from a syntactic gram-
mar adapted from a grammar introduced by Pollack in his paper on RAAM (Pollack 1990) and was
able to generalize to93.75% of the test set. This is a reasonable amount of generalization, but the
corpus of sentences was relatively small and uncomplicated, and had no semantic constraints that
could make the task more difficult.

A drawback of this approach, as acknowledged in the paper, is that the network does not
develop representations that correspond to the internal structure of a sentence. For example, internal
syntactic phrase structures within a sentence, such asp d a n , would still need to be trained
separately in order for the parser to develop a representation (e.g.[p,[d,[a,n]]] ) for those
structures due to the preorder traversal strategy used. The parser only learns to parse complete
sentences. The reason this is undesirable is that linguistics research suggests that such phrases are
indeed processed as meaningful constituents in themselves and then integrated into the meaning of
the sentence that is being developed during parsing.

2.4.6 Miikkulainen’s SPEC

The Subsymbolic Parser for Embedded Clauses (SPEC; Miikkulainen 1996) was a system based on
the SRN (theParser) specifically designed to handle relative clauses. In order to accomplish this,
two other components, theStack and theSegmenter, were included in the system. The parser read
in words one at a time and formed a case-role representation at its output. TheStack was a RAAM
network, and had the task of saving and restoring the context of theParser as the relative clause
segments were encountered during parsing. TheSegmenter, a simple feedforward network, used
theParser’s hidden layer and the next input word to learn clause boundaries. It used the boundary
information to control the execution of theParser so that it would use the right context (from
the Stack) depending on the level of the relative clause being parsed. Each module was trained
separately with basic clause constructs so that, when the system was integrated, it could generalize
very well to novel sentence structures. Trained on only100 randomly selected sentences from
a grammar adapted from Elman’s that featured semantic restrictions (Elman 1991), the network
successfully parsed the entire corpus of 98,100 sentences.

When the representation on the stack was artificially lesioned by adding noise, SPEC ex-
hibited very plausible cognitive performance. Shallow center embeddings were easier to process,
as were sentences with strong semantic constraints in the role bindings. When the parser made
errors, it usually switched the roles of two words in the sentence, which is what people also do in
similar situations. A symbolic representation of the stack would make modeling such behavior very
difficult.
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SPEC demonstrated remarkable generalization ability, but much of this was due to its spe-
cialized design for relative clauses. Moreover, the output for the parser was simply case-role rep-
resentations which were only as deep as the level of embedding of relative clauses. However, the
investigation into the cognitive performance of the network did reveal the memory limitations of the
Stack andParser.

2.4.7 SSN

The Simple Synchrony Network (SSN; Lane and Henderson 2001) is a SRN-based system that uses
Temporal Synchrony Variable Binding (TSVB; Shastri and Ajjanagadde 1993) to represent struc-
tures and generalize across sentence constituents. The introduction of TSVB was motivated by the
binding problem, which arises when multiple entities are each represented with multiple features.
TSVB indicates which features are bound to which entities through the use of synchrony of activa-
tion pulses. The SRN component of the system handles the non-pulsing units in the system which
represent information about the sentence as a whole, while the pulsing units contain information
about constituents. This approach was taken to deal with theO(n2) potential parent-child depen-
dencies between constituents. The use of incremental processing allows the SSN to consider only
how to incorporate the incoming word into the syntactic structure so far processed.

The network operates on the part-of-speech (POS) tags for the words in the sentence. As the
SSN incrementally processes the sentence, it outputs the POS tag for the parent, as well as the inter-
mediate parent-child dependencies holding between that parent and previous sentence constituents.
In this way, all parent-child dependencies between parent and children will accumulate in the out-
put, so that the full syntactic structure of the sentence is represented in the output at the end of the
sentence.

Applied to a subset of the SUZANNE corpus, the most successful version of the architecture
achieved between70% and80% average precision/recall, which is comparable to the performance
of parsers using Probabilistic Context-Free Grammars, described in Section 2.1.2.

2.4.8 CSCP

The Connectionist Sentence Comprehension and Production model (CSCP; Rohde 2002) is also
a system based on the SRN that has been designed to both comprehend a sentence incremen-
tally and reproduce the sentence from its compressed encoding in the 500-unit hiddenmessage
layer. The system is composed of two modules, themessage encoder/decoder system and
thecomprehension, prediction, and production system, which are trained separately. Theen-
coder/decoder system first encodes a set of “Propositions” of the form(action, role, role-filler).
For example, the triple (chased, agent, dog) tells us that in the sentencethe dog chased the car,
the dog is doing the chasing. A set of such triples has been shown to be equivalent to a semantic
network (Hinton 1981). Message decoding is accomplished through a query network (St. John and
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McClelland 1988, 1990), which combines themessage layer with aproposition query layer, in
which one of the three parts is missing (hence, all three parts have to be probed; moreover, this pro-
cess is repeated for each new proposition presented to the network, resulting in3n(n+1)/2 queries
and quadratic training time in the number of propositions). Error is calculated at theproposition
response layer and backpropagated to theproposition query layer.

The other module of the CSCP contains thecomprehension and production systems.
Three-syllable encodings of words (some words have been forced into three syllables through ab-
breviation) are presented to the comprehension system at theword input layer. Word input proceeds
through a hidden layer to thecomprehension gestalt layer and then to themessage layer, both
of which are recurrent. The production system goes in the reverse order from themessage layer to
a recurrentproduction gestalt layer through ahidden layer and finally out to aprediction layer.
Theprediction layer, as the name implies, predicts the next word in the sentence.

The CSCP is fundamentally a model of human sentence processing designed to model em-
pirical experiments on a wide range of psycholinguistic phenomena including nested relative clauses
and main verb/reduced relative, sentential complement, subordinate clause, and prepositional phrase
attachment ambiguities. It is also designed to model production errors and structural priming effects.

The model was trained on about four million sentences generated according to the “Penglish”
grammar, a hand-crafted PCFG with limits in the depth of recursion. The probabilities for the rules
in Penglish were statistically determined from the Penn Treebank.

The CSCP model represents the state-of-the-art in connectionist modeling of psycholinguis-
tic data. It is not a parsing system, but can only fill in queries presented to it, as the “Comprehen-
sion” in its title attests. Moreover, it is trained on sentences and propositions generated from a
well-designed and consistent grammar of English that has been tailored to the phenomena under
study. As such, it lacks a number of common word types that show up in standard corpora such as
modals, predicate adjectives, comparatives or superlatives, gerunds, infinitives, and proper nouns.
Questions and commands have been left out, as have subjunctive mood, perfect progressive, and
compound future tenses. Nevertheless, it is truly a system worth aspiring to.

2.4.9 Discussion

Two of the approaches taken up here were based on predicting the next word in the sentence (Reilly
and Sharkey and Sharkey). Prediction is easier for the SRN to handle because it does not have
to retain as much information in memory as it would if it were being trained to output structured
representations. In Berg’s Xeric parser, the network did learn structured linguistic representations,
but the phrases were fairly simple overall. It was trained like a RAAM network and, so, suffered
the same memory problems that arise from compression, as discussed in Section 2.3.4.

Another difference between the models described reveals two common strategies in connec-
tionist modeling. All of the systems aremodular, with the sole exception of Berg’s Xeric model,
which is anintegratedsystem. The modular approach allows the modules of the system to be trained
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independently of one another, which can greatly simplify the task undertaken. Yet, an integrated
system makes no assumptions about how the system should be broken up into modules and, fur-
thermore, often results in better training because there are no interfaces through which there is often
the cost of lost accuracy in error information. Moreover, from a cognitive standpoint, an integrated
system more closely resembles the observed functioning of the language faculty. The integrated
system develops its own internalized clustering of the training space, and so, in a sense, generates
its own modules with soft boundaries. This approach has been taken with INSOMNet in order to
keep the possibility open of using the model as a true language acquisition system.

The large-scale parsers are much more powerful systems. The SSN is asyntacticparser that
performs well on the task it was evaluated on, but there is a strict limit on the number of phases that
can keep the pulsing units distinct. The CSCP is an impressive demonstration of a connectionist
system that is able to make the subtle distinctions that are of central interest in psycholinguistics.
Yet it can only respond to questions asked of it, and did not model extragrammatical phenomena
that pervade language use, although speech errors in production were indeed modeled. However,
being a purely connectionist system, there is little doubt that this is simply a research avenue yet to
be explored.

On the question of parsing, there still remains the issue of how the structures will be built up
from the input sentence; that is, what is the best way to parse the sentence. Previous approaches have
either attempted to map the input sentence to its parse tree directly (Reilly, Sharkey and Sharkey,
and Berg), or map the sentence incrementally to a preorder traversal of the sentence’s parse tree
(Ho and Chan). Neither approach reveals how the same constituent (such as a phrase or clause) can
appear in multiple places in the sentence. For example, the representation for the phrasethe boyin
the sentencethe girl who saw the boy liked the dogis embedded in the representation forthe girl
who saw the boy. A more realistic linguistic approach would identify and treat this phrase separately
and then integrate it into the sentence representation during parsing. Miikkulainen comes closest
to this approach, but the parser was designed to specifically handle relative clauses, relying on a
controller to symbolically “push” and “pop” the appropriate context representations from the neural
networkStack in order to generate case-role representations at the output. The INSOMNet model
performs no such explicit stack manipulations, but rather relies on the self-organization of semantic
features in order to determine the proper storage of intermediate parse results. The linguistic basis
for the semantic encoding used in the model is described next.

2.5 Linguistic Foundation

Until very recently, almost all work on applying machine learning techniques has focused on part-
of-speech tagging and syntax because of the availability of large-scale syntactic corpora on which
meaningful analysis could be accomplished in these areas. In this respect, the Penn Treebank (Mar-
cus et al. 1993) has become thede factostandard for such analyses. Yet, as Mooney (1999) points
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out, this focus on tractable problems has led to a “scaling up by dumbing down” trend in NLP re-
search. The real AI goal of producing semantic interpretations for sentences has remained elusive.
There are two primary, but related, reasons for this relative lack of progress. The first is the scarcity
of large-scale corpora with rich semantic annotation. The second is the difficulty of semantic anno-
tation itself, which has contributed to its scarcity. Recently, a medium-sized corpus of deep semantic
annotations called the Redwoods Treebank has become available. Before describing Redwoods, we
will provide some background on the grammar formalism,Head-driven Phrase Structure Gram-
mar, on which most of the annotations are based, as well as an overview of the project,Linguistic
Grammars Online, in which the Treebank has assumed a central role.

2.5.1 Head-driven Phrase Structure Grammar

Head-driven Phrase Structure Grammar (HPSG; Pollard and Sag 1994) is a constraint-based lexical-
ist (unification) grammar formalism that differs from the more traditional derivational approaches
to linguistics by emphasizing the role of the lexicon in understanding linguistic phenomena. Lexical
information such as phonology, morphology, syntax, and semantics are regarded as word constraints
that interact to produce meaning for the sentence constituents which the words comprise. These
lexical components are bundled together in a typed feature structure called asign, the attributes of
which are determined from the sign’s place in the HPSG type hierarchy. The type hierarchy defines
all possible signs in the grammar and is designed to capture linguistic properties of a language.
Because of its parsimony and predictive power, HPSG has become a central theory in linguistics
research, with an ever-growing body of literature and resources.

Much of this research is being conducted with tools and corpora developed under the Lin-
guistic Grammars Online (LinGO) project at the Center for the Study of Language and Information
(CSLI) at Stanford University.

2.5.2 Linguistic Grammars Online

The LinGO includes a variety of tools for grammar and corpus development and analysis. The
Linguistic Knowledge Builder (LKB) system is the primary grammar and lexicon development
environment for use with constraint-based linguistic formalisms. It includes the English Resource
Grammar (ERG; Flickinger 2000), a large-scale, broad-coverage grammar of English based on the
HPSG framework. Corpus development is facilitated by the [Incr TSDB()] Tool (Oepen 2001),
which is a database profiling system that handles the storage, retrieval, and analysis of parse results
from the LKB system.

2.5.3 Redwoods Treebank

The LinGO Redwoods Treebank (Oepen et al. 2002) is a recent project that provides much more
detailed syntactic and semantic analyses than standard corpora used in computational linguistics,

33



hcomp

hcomp

hcomp

sailr you bse_vrb

hcomp

yesno

hadj_i_unsto_c_propwant_v2do1_pos

bse_vrb hcomp

meet_v1 on_day proper_np

noptcomp

sing_noun

tuesday1

you

do want to

onmeet

Tuesday

NP

COMPyou

do want to

onmeet

Tuesday

S

V S

S

V

V

V

V

VP

S

PPS

S

N

N

N

NP−TP

_4:{
      _4:int_rel[SOA e2:_want2_rel]
     e2:_want2_rel[ARG1 x4:pron_rel, ARG4 _2:hypo_rel]
     _1:def_rel[BV x4:pron_rel]
     _2:hypo_rel[SOA e18:_meet_v_rel]
     e18:_meet_v_rel:[ARG1 x4:pron_rel]
     e19:_on_temp_rel[ARG e18:_meet_v_rel, ARG3 x21:dofw_rel]
     x21:dofw_rel[NAMED :tue]
     _3:def_np_rel[BV x21:dofw_rel]
 }

(c)

(b)

(a)

Figure 2.13:Sentence Representations Extractable from the Redwoods Treebank.As illustrated, three
types of representations can be extracted from the Redwoods Treebank for the sentencedo you want to meet
on Tuesday?. The topmost (a) is a derivation tree using HPSG rule and lexical tags from the ERG, the center
figure (b) is a derived phrase structure tree labeled with traditional POS tags like those in the Penn Treebank,
and the bottommost (c) is an elementary dependency graph extracted from the full MRS representation of the
sentence.Source: (Toutanova et al. 2002). Used with kind permission of the author.
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such as the Penn Treebank (Marcus et al. 1993). The sentences in the Redwoods Treebank are
taken from the recently completed VerbMobil project (Wahlster 2000), which features transcribed
face-to-face dialogues in an appointment and travel arrangement domain. The sentences have been
annotated (mostly by one linguist up until recently) with detailed HPSG analyses licensed by the
ERG. Figure 2.13 shows the three types of sentence analyses that can be extracted from the Red-
woods Treebank using the [Incr TSDB()] Tool. The topmost (a) representation, the HPSG derivation
tree, is the primary format, from which the complete HPSG feature structure for the sentence can
be retrieved. The center tree (b) is a traditional phrase structure format for compatibility with Penn
Treebank-style research. The bottom format (c) is a semantic structure that encodes basic predicate-
argument relationships in a sentence. It is derived from the full Minimal Recursion Semantics
representation of the sentence (described in the next section), which can also be extracted from the
Redwoods Treebank with the [Incr TSDB()] Tool.

The finer detail of the sentence annotations provided by Redwoods does raise new con-
cerns with respect to machine learning approaches. The depth of the linguistic information should
facilitate analysis of such traditionally difficult NLP issues as prepositional phrase attachment by
providing more lexical information. Yet, that finer detail also exacerbates the issue of data sparsity
which has been a constant concern in NLP.

2.5.4 Minimal Recursion Semantics

Syntax and semantics are integrated in the ERG, but the LKB has a module which extracts a power-
ful, theory-neutral semantic representation called Minimal Recursion Semantics (MRS; Copestake
et al. 2001) from HPSG feature structures. MRS derives its representational power from the use
of explicit pointers, calledhandles, to avoid the recursive substructures of conventional semantic
representations, such as the Predicate Calculus. The resultingflat semanticsstructure of MRS has a
significant advantage over recursive representations, both from computational and psycholinguistic
standpoints closely related to the motivation for the incremental processing of sentences given in
Section 2.2. In particular, the reference to substructures through handles rather than recursively
embedding them directly in the semantic representation permits ambiguities to remain unresolved
until disambiguating information is processed. This is important computationally because only one
underspecified(i.e., more general) representation needs to be maintained in memory at any given
time, and that representation can be refined as a sentence is processed. On the other hand, recur-
sive representations lead to a combinatorial explosion as ambiguities multiply, all of which must
be kept in memory until they can be pruned away by later context. The cognitive appeal of using
underspecified representations is similar. As a sentence is processed incrementally, an early general
semantic interpretation of the words may be possible due to defaults or expectation, and nonmono-
tonically revised as later words are processed, in keeping with the cognitive motivations outlined in
Section 2.2.

A case in point is illustrated in Figure 2.14 comparing how the sentenceevery man loves
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every man loves some woman

• Predicate Calculus

1. every(x,man(x), some(y,woman(y), love(x, y)))
2. some(y,woman(y), every(x,man(x), love(x, y)))

• Minimal Recursion Semantics

– h1:every(x, h4,h6) (Predicate Calculus sense 1: h6 = h2)

– h2:some(y, h5,h7) (Predicate Calculus sense 2: h7 = h1)

– h3: love(x,y)

– h4:man(x)

– h5:woman(y)

Figure 2.14: Minimal Recursion Semantics. This figure demonstrates the advantages of MRS over
Predicate Calculus with respect to scopal ambiguity on the sentenceevery man loves some woman. There
is the default interpetation easily perceived by most that, for each man, there is a corresponding woman that
he loves. This is the first sense given under the Predicate Calculus heading. Yet, another interpretation is
possible, given appropriate context. Metaphorically, if the woman is Aphrodite, it could be claimed that
every man loves her, as the symbol of love. This is the second interpretation. The difference lies in the scopes
of the quantifierseveryandsome. A parser using Predicate Calculus as a semantic representation has to keep
both interpretations in memory until sufficient context is given to allow resolution of the scopal ambiguity.
MRS avoids specifying any interpretation by usinghandles to label the predicates. The quantifiers are ternary
predicates, requiring abound variable(thex andy that go withmanandwoman, respectively) to indicate
what is being quantified. They also have arestriction that refers to the predicatesman(x) andwoman(y)
themselves. Lastly, they have ascopethat specifies the portion of the universe that the quantifiers govern.
Through the use of handle identification, either Predicate Calculus interpretation can be invoked: instantiating
h6 with h2 yields the default first interpretation, whereas instantiatingh7 with h1 gives the second. Leaving
the handlesh6 andh2 uninstantiated allows the ambiguity to beunderspecified, i.e., unresolved.

some womanis represented in Predicate Calculus and in MRS. This sentence is a classic example
of scopal ambiguity, and it is also interesting from a cognitive standpoint. The default interpreta-
tion, based on real-world knowledge, strongly favors the first reading under the heading “Predicate
Calculus” in Figure 2.14. This formula states that there is a different woman for each man that he
loves. The reason for this interpretation is that the predicatesomefalls within the scope ofevery.
It often takes a second for people to see the second interpretation, given in the second formula, in
which somehas wide scope, governingevery. Here, the meaning is that there is oneparticular
woman that every man loves, a notion that usually only crops up in poetry. In Predicate Calculus,
both interpretations have to be maintained until the ambiguity can be resolved.

MRS avoids committing to any interpretation by introducing a level of indirection through
the use of handles to label predicates, such as theh4 handle forman(x) in Figure 2.14. Some
predicate arguments use handles to point to their fillers. An example is the quantifierevery(x,
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Abbreviation Semantic Arguments
SA state-of-affairsrole
A0 arg0 role
A1 arg1 role
A3 arg3 role
BV bound variablerole
RE restrictionrole
IX instancerole
EV eventrole
EVT eventfeature structure
FRI full referential indexfeature structure

Figure 2.15:ERG Semantic Annotations. The ERG links argument structure to a set of semantic roles.
This table describes the semantic annotations, together with our abbreviations, used in the examples in this
section. A complete list is given in Appendix A.

h4,h6), which is a ternary predicate with implicit argumentsbound variable, restriction, andscope.
The restriction is filled by the predicate labeledh4 (i.e., every is restricted to the set of men),
and the bound variablex ranges over that set. The handleh6 in the scope slot is an example of
underspecification because there is no predicate labeledh6 among the predicates in the set; i.e.,
the scope is left unspecified. In order to specify the scope, the handleh6 must be identified with
another handle. Thus, in Figure 2.14, the default interpretation of the sentence is recovered when
h6 is instantiated with the handleh2 that labels the predicatesome(y, h5, h7). Similarly, the poetic
interpretation is invoked with the instantiation ofh7 in the scope slot of thesomequantifier with the
handleh1 of every. Leaving the argument handles uninstantiated keeps the ambiguity unresolved,
while instantiating both would allow for coactivation of the two interpretations.

The use of underspecification in MRS is not limited to scopal ambiguity. Figure 2.16 shows
a graphical illustration of the MRS representation for the sentencethe boy hit the girl with the doll
using abbreviations we use for semantic annotations from the ERG. Table 2.15 gives a breakout for
each abbreviation used in the examples in this section. Each node in the graph has a handle and a
predicate (given by the corresponding word in the sentence if there is one). The arguments of the
predicate are represented by the arcs coming from the predicate’s node; the labels on the arcs are ab-
breviations for the argument names. Taken together, the arcs give the predicate’s subcategorization,
and the fillers for each argument are the handles of the nodes pointed to.

The sentence is declarative, as indicated by the semantic relationprpstn rel in the top node
labeled by the handleh0. Sentence types subcategorize for astate-of-affairs, which is indicated
in Figure 2.16 by the arc labeledSA. The filler for this role is the handleh1, which is the label
of the node for the main predication of the sentence, the verbhit. Verbs have aneventrole, and
transitive verbs, such ashit, have anarg1 role and anarg3 role, which correspond to the thematic
roles ofagentandpatient, respectively. These three roles are represented in the figure by the arcs
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Figure 2.16:Representation of Prepositional Phrase Attachment in MRS.(Color figure) This graph
represents the sentencethe boy hit the girl with the doll. Nodes in the graph are labeled with a handle and
the word in the sentence (or semantic relation if there is no corresponding word). A dashed node connected
to another node represents attachment. In this case, both nodes have the same handle, which is how MRS
represents modification. The arcs that come out of a node indicate subcategorization and are labeled with the
arguments that the word or semantic relation takes. The handles that fill those roles are the labels of the nodes
the arcs point to. The top node in the graph is labeled by the handleh0 and semantic relationprpstn rel,
indicating the sentence is declarative. Aprpstn rel has a single argument, theSA arc, that points to the main
predication of the sentence in the node labeled by the handleh1 and wordhit. The event index ofhit is the
handlee0of the node with semantic typeEVT . Each noun phrase in the sentence is represented by a set of
nodes for the determiner, the noun, and its index. For example, the semantics of the noun phrasethe boyis
given by the three nodes labeled with handlesh2, h3, andx0. The determiner,the, has the handleh2, and
its roles,BV andRE, are filled byx0 andh3, respectively. The nounboywith handleh3 has a single role,
IX , filled by the handle of the indexx0. The index has semantic typeFRI . The agent ofhit, indicated by the
arc labeledA1, is also filled by thex0 handle. Similarly, the patient,A3, is filled by the handlex1, which
is the index forgirl . Lastly,doll is the object of the prepositionwith, and so the handle of its indexx2 fills
the preposition’sA3 role. The two interpretations of the sentence are illustrated by twowith nodes. In the
verb-attachment case, thewith node has the same handleh1 ashit, and itsA0 role is the index handlee0. In
the noun-attachment case, thewith node has the same handleh5 asgirl , and itsA0 role is the index handle
x1.

labeledEV, A1, andA3. The filler for the verb’sEV argument is the indexe0for anevent structure
with semantic typeEVT that specifies features for the verb such as tense, aspect, and mood. These
features are not shown in Figure 2.16 to save space. The semantics of the noun phrases in the
sentence are represented by three sets of nodes. Each set represents the determiner, the noun, and an
index that indicates the features of the noun, such as gender, number, and person. The determiner is
a quantifier which subcategorizes for thebound variable(BV) andrestriction(RE) arguments (the
scoperole is empty in the current release of the Redwoods Treebank). TheBV role is filled with the
noun’s index, and theRE role, with the noun’s handle. The noun has a singleinstance(IX ) role,
filled with its index. The noun phrase,the boy, will make the representation clearer. In Figure 2.16,
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the boy hit the girl with the doll

• h0:prpstnrel(h1)

• h1:hit(x0,x1,e0) (Instrumental interpretation: h8=h1 and h9=e0)

• h2: the(x0, h3, )

• h3:boy(x0)

• h4: the(x1, h5, )

• h5:girl(x1) (Modifier interpretation: h8=h5 and h9=x1)

• h6: the(x2, h7, )

• h7:doll(x2)

• h8:with(h9,x2)

Figure 2.17:Structural Ambiguity in MRS. As in the scopal ambiguity described in Figure 2.14, preposi-
tional phrase attachment ambiguity can be represented in MRS through underspecification. In this case, both
the preposition’s handleh8 and its first argumenth9 are instantiated to resolve the ambiguity. Identifying (or
sharing) h8 with the verb’s handleh1 andh9 with the verb’s event indexe0 gives the instrumental interpre-
tation, whereas instantiatingh8 with the handleh5 of girl( x1) andh9 with its indexx1 gives the modifier
interpretation. The ambiguity remains unresolved ifh8 andh9 are left uninstantiated.

the node for the nounboy is labeled with the handleh2, which fills theRE role for the governing
determinerthe. The index ofboy is the handlex0, which labels the node with semantic typeFRI ,
indicating thatboy is a full referential index. The index handlex0 binds the determiner and noun
through theirBV and IX roles, respectively, and fills theA1 role of hit to indicate thatboy is the
agent of the verb. Similarly, the index handlex1 fills the verb’sA3 role to denote the patient. The
handlex2 is the index for the noundoll and fills theA3 role of the prepositionwith. The preposition
can either modify the verb for the instrumental sense of the sentence, or the noun for the modifier
sense. In MRS, modification is represented byconjunctionof predicates; for examplebig red doll
is denoted by

∧
[big(x), red(x),doll(x)]. The n-ary connective

∧
is replaced by a handle, which

is distributed across the operands so that each predicate has the same handle (an operation we call
handle-sharing). In the case of verb-attachment, the verbhit and the prepositionwith both share
the handleh1, and the preposition’sA0 role is filled with the verb’s event structure handlee0. For
noun-attachment,with has the same handleh5 asgirl , and itsA0 role points to the indexx1 of
girl . Figure 2.17 shows how these predicates are similar to the MRS structure described earlier in
Figure 2.14.

For neural networks, flat semantics with its associated advantages is a very useful form of
representation. It helps to circumvent the severe memory limitations of the standard approach to
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representing nested structure, such as parse trees, through RAAM as described in Section 2.3.4,
while still allowing for the inherent cognitive behavior of neural networks.

2.6 Conclusions

As successful as connectionist systems have been to modeling human language performance, they
have been exceedingly difficult to scale up to the competence-based tasks that have been the stan-
dard fare in the symbolic and statistical community. Chief among these is the parsing of a sen-
tence into a structure which corresponds to the linguist’s intuition about how the constituents of the
sentence relate to each other. Creative solutions have been employed to get around the memory
limitations associated with structure encoding, but to date, none have matched the performance of
statistical systems. Yet, the effort to apply neural networks to the tasks commonly pursued in the
symbolic/statistical communities, such as parse disambiguation, often entails sacrificing the very
properties that make connectionist models attractive to researchers interested in cognition, such as
their inherent robustness and generalization capabilities, as well as their ability to exhibit rule-like
behavior without having a system of explicit rules to rely on. This passage between the Scylla of
computational utility and the Charybdis of cognitive plausibility has dictated a number of design
decisions in the course of developing INSOMNet. The model, its components, and their motivation
will be described next.
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Chapter 3

The INSOMNet Model

INSOMNet (Incremental Nonmonotonic Self-Organization of Meaning Network) is a three-layer
neural network parser. The first layer of INSOMNet combines a standard Simple Recurrent Net-
work (SRN; Elman 1990) with a map of input words (SARDNet; Mayberry and Miikkulainen 1999)
to process a sentence incrementally and generate patterns in a second layer that encode the seman-
tic interpretation of the sentence. The second layer is a two-dimensional map of patterns that are
decoded in a third layer to yield the interpretation of the sentence. In this chapter, we will describe
the architecture of INSOMNet and its components in detail. We will begin with motivation for the
organization of INSOMNet’s second layer, as the model’s main technical contribution, and go on to
show how the network is activated and trained.

3.1 Motivation

As discussed in Chapter 2, previous approaches to connectionist modeling of natural language pro-
cessing have focused either on syntactic parsing of linguistically-annotated corpora, or on psy-
cholinguistic phenomena using specialized semantic grammars developed to highlight particular
cognitive issues.

INSOMNet was designed to bridge this gap. In order to do so, the model must be able
to satisfy two contrasting goals: it must both model language competence by distilling a sentence
into a discrete linguistic conceptual structure, but also model language performance by retaining the
cognitive properties of connectionist models, such as gradedness. To be a convincing parsing model,
INSOMNet must scale up beyond toy grammars to the large corpora that have traditionally been the
province of statistical and symbolic approaches. But these approaches typically assume a grammar,
the rules of which are either written by hand or read off from the parse-tree labels in a syntactic
corpus (Charniak 2000). Thea priori specification of a grammar places hard constraints on what
can be modeled. For example, prepositional phrase attachment ambiguity cannot be accounted for
on the basis of statistical analysis of syntactic corpora alone. Lexical semantics and, in the most
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general case, discourse, must also be considered. Connectionist models have been traditionally
applied to language issues for which the specification of a grammar would be impossible, such as
robust language processing or modeling human aphasia.

In this chapter, we first describe the semantic representation into which INSOMNet parses
sentences. We then describe the components of INSOMNet, how they are activated as the network
processes a sentence into a semantic representation, and how each is trained. We conclude with a
discussion of the modeling issues that have influenced INSOMNet’s design.

3.1.1 Semantic Representation

The linguistic conceptual structure we use for semantic representation is Minimal Recursion Se-
mantics (MRS; Copestake et al. 2001). As described in Section 2.5.4, MRS uses flat semantics
to encode linguistic dependencies and to avoid the combinatorial scoping problems that arise from
ambiguities during sentence processing. Recall that flat semantics makes use of predicate labels
calledhandles(i.e.,pointersor addresses) that serve as fillers for argument slots in the set of MRS
frames.

The MRS graph from Figure 3.1 can be rendered as a set of frames to serve as targets for
INSOMNet. Each frame has the form

| Handle Word Semantic-Relation Subcategorization-Type<Argument-List > |.

For example, the node labeledh1: hit in the middle of the MRS graph in Figure 3.1 is
described by the frame

| h1 hit arg13 rel A0A1A3DMEV x0 x1 e0 |

Although already described at length in Chapter 2.5.4, we will summarize here the elements
in the frame representation given in Figure 3.1. The first element,h1, is theHandle (node label) of
the frame; other frames can include this element in their argument slots to represent a dependency
to this frame. For instance,h1 fills thestate-of-affairs(SA) slot in the topmost node,h0 prpstn rel,
as indicated by the arc labeledSA. The second element,hit, gives theWord for this frame (where
applicable; many frames, such as the aforementionedh0 prpstn rel frame that denote phrasal and
clausal constituents, have no corresponding word in the input sentence). The third element is the
Semantic-Relationfor the frame. For purposes of exposition, we use theSemantic-Relationas the
node value unless the frame has a correspondingWord . The third,A0A1A3DMEV , represents the
Subcategorization-Typeand is shorthand for the argument roles that the semantic relation takes;
that is, it is the set of arcs from a node given in a canonical order (the arcsA0 andDM are not
shown in Figure 3.4 because their slots are empty). In this case, the subcategorization type indicates
that hit is a transitive verb with three arguments: the agent is the frame theA1 arc points to; the
patient, the frame theA3 arc points to; and the event, the frame theEV arc points to. The arc labels
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Figure 3.1:MRS Frameset Format for INSOMNet. (Color figure) This figure shows the set of frames
that correspond to the MRS dependency graph in Figure 2.16 (shown above for convenience). The first
four fields,Handle, Word , Semantic-Relation, andSubcategorization-Type, are a part of every frame and
describe the nodes in the graph. How the following six fields are interpreted depends on the value of the
Subcategorization-Type. This field encodes the names of the arguments taken by theSemantic-Relationin
the frame and has at most six fields. These argument roles correspond to the labeled arcs in the graph. For
example, the node labeledh1: hit is a transitive verb denoted by the semantic relationarg13 rel, and has a
Subcategorization-Typeof A0A1A3DMEV . Three of the roles,A1 (arg1), A3 (arg3), andEV (event), have
fillers (x0, x1, ande0, respectively), which are represented by arcs from theh1: hit node. The other two
arguments,A0 (arg0) andDM (dimension), are left unfilled, and are represented by “” (the Null symbol).
Because the sentencethe boy hit the girl with the dollcan be ambiguous, there are two frames containing
the Word with: one which shares its handle (h1) with the hit frame, and the other which shares its handle
(h5) with thegirl frame. These frames correspond to thewith nodes in the graph. Note that handle sharing
is indicated by literally affixing thewith nodes to their attachment nodes. During training, only one of these
frames is presented, so that INSOMNet is only exposed to unambiguous interpretations. It must learn to
represent and distinguish both interpretations.
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themselves are abbreviations for MRS argument role names (e.g.,A1 is arg1, EV is event, andBV
is bound variable). The rest of the frame (x0 x1 e0) lists theArguments (fillers) corresponding
to these roles. Some slots are empty (“ ” or Null ) and, consequently, have no corresponding arcs
in Figure 3.1. The handles refer to the other nodes in the MRS graph to which the arcs point.

It is important to point out two properties of MRS handles that have influenced the design
of INSOMNet. First, a given handle does not necessarily uniquely identify a frame (node) in the
MRS graph. Rather, it can be used to refer to several frames. As explained toward the end of
Section 2.5.4, a handle can be used to denote predicate conjunction to represent linguistic relations
that are optional (in both where and whether they may occur), or that may occur more than once
and therefore may require more than one frame to represent, such as adjuncts (as in the example
above), modifiers (such as adjectives and relative clauses), or verb-particle constructions (e.g., “work
somethingout”).

The second property illustrates an important difference between symbolic and subsymbolic
representations. In the symbolic MRS specification, handles are arbitrary designators (e.g., the label
h1 has no meaning in itself). However, in a neural network, handles have to be encoded as patterns
of activation. In the approach taken in this dissertation, the handles are designed to be dynamically
associated with patterns that represent core semantic features, such as predicate argument structure.
How these handle patterns are developed is an important aspect of the model and will be described
in detail in Section 3.4.2.

3.2 Network Architecture and Activation

Before we begin to describe the architecture, its activation and training, it would be useful to moti-
vate its design in terms of the semantic representation in Figure 3.1. Figure 3.2 shows how a graph-
or frame-based representation such as that in Figure 3.1 might be represented in a grid, where the
cells in the grids hold the components of individual MRS frames. The leftmost grid only shows
the graph nodes and values without the labeled arcs. These arcs are added in the rightmost grid to
indicate how the cells are denoted according to their fillers.

Figure 3.3 reveals how the use of the subcategorization information implicitly represents
the labeled arcs. As can be seen, this representation completely describes the graph in Figure 3.1.
Rather than with symbolic components, these frames are encoded through distributed representa-
tions, and adecodernetwork is required to pull out their individual components. How INSOMNet
does this is described next.

INSOMNet is a supervised model of comprehension and parsing. The input to the entire
model is a sentence in the form of a sequence of words presented to theInput Layer of the Se-
quence Processor. The targets for the model are a sequence of frame representations such as
those in Figure 3.1 that are used to generate error signals for theSemantic Encoder/Decoder
andSequence Processor modules, as well as to self-organize theFrame Selector module (to be
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Figure 3.2:Stages toward Representing Semantic Graphs in Neural Networks.(Color figure) The grid
on the left represents the basic symbolic information in the nodes and values from Figure 3.1, and the grid on
the right adds the labeled arcs for roles and their fillers.
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Sequence Processor

and Decoder
Frame Encoder

Frame Selector

Figure 3.4:Overview of the INSOMNet Architecture. (Color figure) The INSOMNet model consists of
three operational modules based on how they function together. TheSequence Processor reads the input
sentence in one word at a time and activates both theFrame Selector and theSemantic Frame Encoder
and Decoder. The Semantic Frame Encoder and Decoder encodes the MRS dependency graph for
the semantic interpretation of the sentence as it is incrementally processed.Frame Selector is trained to
select frames in a graded manner corresponding to ana posterioriprobability that those frames belong to
the current semantic interpretation. The solid arrows indicate weights and the dashed arrow represents a
conceptual correspondence between the modules.

described in Section 3.4.2.
The INSOMNet sentence parsing architecture (Figure 3.4) consists of six components,

which we will consider in three operational modules:

Sequence Processor

• A SRN to read in the input sequence.
• A SARDNet Map that retains an exponentially decaying activation of the input se-

quence.

Semantic Frame Encoder and Decoder

• A Frame Map that encodes the frames of the MRS dependency graph.
• A Frame Node Decoder Network that generates the components of the frame repre-

sentations.

Frame Selector

• A Frame Node Modulator Map that learns to control the activation levels of the en-
coded frame patterns in theFrame Map.

• A self-organizedFrame Node Indicator Map used to provide addresses for those
Frame Nodes in theFrame Map holding encoded frames, as well as to serve as a
target to train theFrame Node Modulator Map.

We describe each module in turn in the following sections, but first give an overview of the
activation of the network.
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TheSequence Processor takes as input a sequence of the words from a sentence. Each
word is sequentially presented to theInput Layer of theSequence Processor. TheSardNet Map
is an enhancement to the basic Simple Recurrent Network that forms the core processing component
of theSequence Processor; its purpose is to help the network retain long-distance dependencies
by keeping token identities of input words explicit whenever possible.

TheSequence Processor generates patterns of activation in both theFrame Selector and
theSemantic Encoder and Decoder modules according to how those modules have been trained.

The input signals from theSequence Processor result in a pattern of activation across
theFrame Map component. These patterns are divided up over a grid so that each cell in the grid
represents the encoding of one particular frame that may belong to the semantic interpretation of
the input sentence. In this way, theFrame Map functions as a square grid of second hidden layers,
each cell (orFrame Node) holding a compressed MRS frame representation. Which patterns are
actually to be considered as targets are indicated by theFrame Selector module.

All Frame Nodes holding compressed MRS representations are decoded by a set of shared
weights to recover the components for the complete, uncompressed MRS frame representation.
These components are developed by approximating the target components of the frames that make
up the actual interpretation of the sentence.

TheSequence Processor also activates theFrame Selector module to activate just those
frames that belong to the current semantic interpretation. Because theFrame Node Modulator
Map is trained to approximate the binary targets in theFrame Node Indicator Map, it yields an
a posterioridistribution of graded frame activations that represent INSOMNet’s confidence that a
particular frame belongs to the interpretation.

3.3 INSOMNet Activation

Having presented an overview of how INSOMNet is activated, we will describe the activation of the
modules in detail.

3.3.1 Sequence Processor

The Simple Recurrent Network (SRN; Elman 1990) is the standard neural network architecture for
sequence processing, and it forms the basis for the INSOMNet architecture as well. As described in
Section 2.3.3, theSRN reads a sequence of distributed word representations as input and activates
the Frame Map to develop a semantic interpretation of the sentence at the output. At each time
step, a copy of thehidden layer is saved and used as input during the next step, together with the
next word. In this way, each new word is interpreted in the context of the entire sequence read so
far, and the final sentence interpretation is gradually formed at the output.

TheSARDNet Map (Mayberry and Miikkulainen 1999) is included to solve the long-term
memory problem of the SRN. SARDNet is a self-organized map for a sequence of word repre-
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Figure 3.5:Sequence Processor.(Color figure) The sequence processor of the INSOMNet model handles
the incremental processing of the sentence input. It consists of a Simple Recurrent Network and theSARD-
Net Map. TheSRN component reads in the sentence one word at a time. In the figure, the representation for
the current input worddoll is shown at the top left. A unit corresponding to the current input word is activated
on theSARDNet Map (at top center) at a value of1.0 and the rest of the map is decayed by a factor of0.9.
As each word is read into the input buffer, it is both mapped onto theSARDNet map and propagated to the
hidden layer. A copy of thehidden layer is then saved (as thecontext layer) to be used during the next
time step.

sentations (James and Miikkulainen 1995). As each word from the input sequence is read in, its
corresponding node in the SARDNet map is activated at a value of1.0, and the rest of the map
decayed by a factor of0.9. The winning node is then removed from competition. If an input word
occurs more than once or two inputs map to the same node, the next closest available node is acti-
vated. Together with the current input andcontext layer, theSARDNet Map is used as input to the
hidden layer. TheSARDNet helps to identify each input token, information that would otherwise
be lost in a long sequence ofSRN iterations.

3.3.2 Semantic Frame Encoder and Decoder

TheFrame Map is the primary innovation of INSOMNet, which allows the dynamic instantiation
of the semantic interpretation of an input sequence. In the current model, theFrame Map consists
of a 12 × 12 map of Frame Nodes. Each node in the map itself is a100-dimensional vector.
(However, these model parameters are arbitrary, and larger and smaller maps also work.) Thus,
the Frame Map is implemented as a second hidden layer (which can be regarded as a grid of
second hidden layers). As a result of processing the input sequence, a number of these nodes will
be activated; that is, a particular pattern of activation appears over the units of theFrame Nodes.
These patterns of activation encode the MRS frames that constitute the semantic interpretation of
the current sentence. Which MRS frame a givenFrame Node will represent is not stipulated as
part of the network design; rather, INSOMNet must learn to associate nodes with frames having
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Figure 3.6:Semantic Frame Encoder and Decoder.(Color figure) The output frame shown in the figure
is actually a decoding of the pattern (the multi-shaded squares) in theFrame Map. The other patterns in the
Frame Map correspond to the other nodes in the full MRS dependency graph shown in Figure 2.16; their
decodings are not shown. Thehidden layer from theSequence Processor is propagated to theFrame
Map, which is a12× 12 map ofFrame Nodes, each consisting of100 units (shown here as3× 3 patterns).
The units in eachFrame Node are connected through a set of shared weights that comprise theFrame Node
Decoder network to an output layer representing a frame. In this way, theFrame Map is actually functions
as a second hidden layer. Thus, for example, theFrame Node in the top right of theFrame Map decodes
into the frame| h1 hit arg13 rel A0A1A3DMEV x0 x1 e0 |. Note that the argument slots and their
fillers are bound together by virtue of the handle representation (such ash1 betweenhit and theSA slot of
prpstn rel).

similar semantic structure.

The patterns in theFrame Nodes are decoded into their corresponding MRS frames through
the weights in theFrame Node Decoder. The same set of weights in theDecoder are used for
each node in the map. This weight-sharing enforces generalization among common elements across
the many frames in any given MRS dependency graph.

Because theFrame Map is based on self-organization of compressed encodings of MRS
frames (as will be described in Section 3.4.2) that represent MRS handles to serve asframe ad-
dresses, similar frames cluster together on the map. For example, patterns encoding determiners
will tend to occupy one section of the map, the various types of verbs another, nouns yet another,
and so on. However, although each node becomes tuned to particular types of frames, no partic-
ular Frame Node is dedicated to any given frame. Rather, through different activation patterns
over their units, the nodes are flexible enough to represent different frames, depending on what is
needed to represent the input sequence. For example in Figure 3.6, the node at the bottom center
of theFrame Map decodes into the| h1 hit arg13 rel A0A1A3DMEV x0 x1 e0 | frame for
this particular sentence. In another sentence, it could represent a different verb with a slightly dif-
ferent subcategorization type (e.g.A0A1A4DMEV ) and its associated arguments. This feature of
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Figure 3.7:Frame Selector. (Color figure) TheFrame Selector network has an output layer of units that
are in one-to-one correspondence with theFrame Nodes in theFrame Map (indicated by the dashed arrow;
cf. Figure 3.6 to note the similarity in their respective patterns). Each unit’s activation strength represents the
network’s confidence that the corresponding frame node is supposed to be active in theFrame Map, in effect
serving as a mechanism for frame selection. Due to the gradedness of the unit activations, this selection is not
binary, allowing for the tentative inclusion of frames according to the current input sequence. In this way, the
Frame Node Modulator Map allows for the modeling of such psycholinguistic effects as expectations and
defaults, multiple frame (sense) coactivation in the face of ambiguity, semantic priming, and nonmonotonic
revision of an interpretation as a sentence is incrementally processed. TheFrame Node Indicator Map,
which is also in one-to-one correspondence with the nodes in theFrame Map, is used during training to
semantically self-organize theFrame Map, and also serves as a target for theFrame Node Modulator Map.
How this is done will be taken up in Section 3.4 on training theFrame Node Modulator Map component.
During the activation of INSOMNet in the course of processing a sentence, the weights of theFrame Node
Indicator Map, now self-organized, determine the frames in theFrame Map to which the arguments in a
decodedFrame Node pattern correspond. This development of representations for handles is explained in
more detail in Section 3.4.2.

the architecture makes theFrame Map able to represent semantic dependency graphs dynamically,
enhancing generalization.

3.3.3 Frame Selector

The role of theFrame Node Modulator Map (Figure 3.7) is to model graded frame selection by
representing the activation levels of theFrame Nodes in theFrame Map, with which they are in
one-to-one correspondence. Graded frame selection is used to allow for cognitive modeling of such
psycholinguistic effects as expectations and defaults, semantic priming, multiple sense coactivation
in the face of ambiguity, along with nonmonotonic revision of an interpretation (such as sense
preference upon encountering disambiguating information) in the course of sentence processing.
Thus, as each word is read in by theSequence Processor, INSOMNet indicates the current
semantic interpretation by activating units on theFrame Node Modulator Map to select theFrame
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Figure 3.8:The INSOMNet Architecture. (Color figure) INSOMNet processes sentences incrementally
to build up semantic interpretations that can be actively revised during processing.

Nodes encoding the MRS frames in that interpretation. TheFrame Node Indicator Map is used
to train theNode Modulator, a process which is explained in the next section.

TheFrame Selector module was developed for the practical reason that it saved training
time. The weights connecting thehidden layer of theSequence Processor to each node in the
Frame Map could have been trained to control the level of activation of theFrame Node patterns
themselves, but doing so introduces the inefficiency of having to train the majority of nodes to be
null vectors (there are144 × 100 weights between thehidden layer of theSequence Processor
andFrame Map), since only a fraction of the 144 nodes would be activated for any sentence. The
result is a strong bias toward the null vector, which had been found to hinder training for those nodes
that should be activated.

3.4 Training INSOMNet

Now that we have examined INSOMNet module by module, it would be useful to consider the
network itself. Figure 3.8 puts all of the components just described together into a conceptual
whole.

INSOMNet can be trained in a single phase, but using two distinct phases results in slightly
better performance. In the first phase, only the components using self-organization, theSARDNet
Map and theFrame Node Indicator Map, are trained. Once these maps have settled, the second
phase begins, in which the rest of the network is trained.

We first present an overview of the training process, then describe training each module in
detail.
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Input Sequence

Figure 3.9:SARDNet. (Color figure) Each word is input to theSARDNet Map sequentially, which builds
a representation for the sequence word by word. SARDNet is a map of a sequence of word representations,
and is trained through the Self-Organizing Map (SOM) algorithm (Kohonen 1984, 1990), with the important
modification that winning units remain activated and not competitive, but are decayed by0.9. In this manner,
the map develops a unique representation for the input sequence. As a localist encoding of the input sequence,
SARDNet is subject to the disadvantages of such representations. Yet, because the map is coupled with the
distributed layers of the SRN, this problem rarely arises. The reason is that the sequence that develops on the
map is itself a pattern, such that similar sentences entail similar SARDNet representations, that not only help
the SRN retain long-distance dependency information in order to develop the correct output, but also tends to
offset the brittleness of the localist map representation by helping the SRN latch gradient information that is
propagated back to the beginning of the sequence.

TheSequence Processor is trained through backpropagation-through-time, receiving er-
ror signals from both theFrame Selector andSemantic Encoder and Decoder modules. The
SardNet map is trained by a variation on the SOM map for sequences.

Target frames are presented to the decoding portion of theSemantic Frame Encoder and
Decoder module, and the output from eachFrame Node that holds the compressed frame repre-
sentation is compared with the target to generate an error signal. All the error signals determined
in this manner are backpropagated up through theSemantic Encoder and Decoder to theSe-
quence Processor, with appropriate weight changes made.

The error signal from theFrame Selector is generated internally as theFrame Node
Modulator Map is compared with the self-organizedFrame Node Indicator Map. TheFrame
Node Indicator Map itself is self-organized on the basis of compressed representations of the
frames that then are used as representations for the MRS frame handles.

3.4.1 Sequence Processor

The Simple Recurrent Network is trained with backpropagation-through-time (BPTT; Williams and
Zipser 1989; Lawrence et al. 2000) to improve the network’s ability to process longer sequences.
With BPTT, the SRN is effectively trained as if it were a multi-layer feedforward network, with
the constraint that the weights between each layer are shared. SARDNet (see Figure 3.9) enhances
this ability by allowing the SRN to latch information in order to propagate gradients back to the
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beginning of the sentence.

3.4.2 Semantic Frame Encoder/Decoder

The approach taken to training theFrame Map was developed to solve one of the shortcomings
in previous models of incremental sentence interpretation, as described in Section 2.3.3. There, it
was shown how a SRN can be applied to the task of case-role analysis, but that the prespecification
of the number and types of roles was a major obstacle to scaling this approach to sentences with
realistic complexity.

What if, instead of specifying the role each assembly in the output would represent, the
network were allowed to discover which role should map to which output assembly (Frame Node)
by some means? It would still be necessary to stipulate the maximum number of nodes and, thus,
roles, that any given sentence could have, but the assemblies could be much more flexible in which
role they stood for in any given sentence.

With this goal in mind, a way of self-organizing theFrame Map was sought so that those
nodes best suited to encode a given role in a sentence would reliably come to do so. One elegant
way to do this would be to use the patterns in the nodes themselves in the course of training the
network to self-organize theFrame Node Indicator Map, but this would require already knowing
which node would be used to represent which frame by the end of the sentence. This information
is not available at the beginning of the sentence, nor could it be determined without propagating
to all the nodes in theFrame Map, and then performing a search and sorting on some metric to
determine which pattern gives the desired frame decoding, and the node that the frame should have
been mapped to, resulting in substantially increased training time.

The next best approach is to develop a complementary mechanism that also encodes frames,
but which can do so apart from activating any link from thehidden layer to a node in theFrame
Map. To accomplish this task, we self-organize theFrame Node Indicator Map, whose units are
in one-to-one correspondence with theFrame Nodes in theFrame Map; we will come back to
this point presently, but it helps to think of theFrame Map itself as being self-organized since the
patterns that develop on it do indeed show topological organization during training by virtue of the
fact that theShared Decoder weights are used to decode them into their frame constituents.

To this end, we turn to RAAM to develop compressed frame representations through auto-
associating their constituents. This approach has a second advantage as well: the compressed frame
encoding can be used as the handle for the frame represented by the encoding. This handle, in
turn, can be used as the filler of a slot that points to the frame. In effect, the handle is acontent-
addressablepointer to theFrame Node that encodes the complete frame. An example will help
make this clearer. In Figure 3.10, the frame constituents ofgirl diadic n rel A3IX x1 are auto-
associated through a RAAM network, and the resultinghidden layer, which is a compressed rep-
resentation of the frame, is assigned to the handleh5, the label for this frame. Similarly, the frame
constituents (which now include theh5 handle representation) ofthe def rel BVDMRESC x1
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Figure 3.10:Handles as Basis of Self-organization.(Color figure) The figure shows the encoding of two
handles,h5 andh4 (top and bottom figures on the right). Once the representation forh5 has been developed,
it can then be used as a filler for therestriction (the slot corresponding toRE in the subcategorization type
BVDMRESC that signals a determiner in the bottom right figure). This approach implements binding.
Theh5 andh4 representations are also used to self-organize theFrame Node Indicator Map (map on the
left). The activation of the winning units in theFrame Node Indicator Map then serve to address the
correspondingFrame Node in the Frame Map that will hold the frame pattern that can then be decoded
with the Decoder Nework into its proper frame constituents. The dashed arrows point to the units in the
Frame Node Indicator Map that the two patterns map.

h5 are auto-associated through the RAAM network, with the resultinghidden layer assigned to
the handleh6. Note that the first frame must be compressed before the second so that the second
can use its handleh5 in its restriction(RE) slot.

We can develop a compressed representation for each frame in the MRS dependency graph,
because we know that the graph is acyclic. Thus, starting from the leaves of the graph (which
will be the frames specifying nominal or verbal features (such asx1, a full referential indexwith
features of-, fem, 3sg, andprn), we encode these features to get a compressed representation for
the handlex1, which can be used in the frames that have these leaf frames (which we termfeature
frames) as fillers (for example, the| h5 girl diadic n rel A3IX x1 | frame, wherex1 is the filler
for the instanceIX argument. Continuing in this manner, we eventually reach the top frame| h0
prpstn rel SA h1 |, which can be compressed using the handle representation forh1.

Once we have all of the handles for the frames in the MRS dependency graph, we can
present them in reverse order (so as to preserve sentence order as much as possible) to theFrame
Node Indicator Map. TheFrame Node Indicator Map is also trained as a SARDNet map (see
Figure 3.9), but with a decay rate of 1.0, since the nodes are supposed to indicate simply whether
a frame is present or not. At this point, we know which frame is supposed to be in whichFrame
Map node, so during training, theFrame Node serves as a secondhidden layer and the frames
as the output layer. The appropriate frames are presented as targets for the patterns in theFrame
Node layer, and the resulting error signals are backpropagated through theFrame Node Decoder
weights to theFrame Node layer and on up to the firsthidden layer of the SRN.

It is important to note that self-organizing maps (like SARDNet) are conventionally trained
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Figure 3.11:Frame Map Self-organization. (Color figure) Associated with theFrame Map is aFrame
Node Indicator Map, whose units are in one-to-one correspondence with the nodes in theFrame Map. If
a unit is active on theFrame Node Indicator Map, then the pattern in the correspondingFrame Node is
a target frame and should be decoded into a MRS frame. Whether it actually can be decoded is indicated
by the the activation strength of the corresponding unit in theFrame Node Modulator Map. TheFrame
Node Indicator Map is self-organized on the basis of the compressed frame encodings that become the
representations for the frame handles. TheFrame Node Modulator Map uses theFrame Node Indicator
Map as its target to learn which frames should be active for any given sentence to control their activation
strength.

with static targets (or those drawn from an input space with a fixed distribution). However, the
use of RAAM forces us to train theFrame Node Indicator Map with a set of moving targets,
but targets that are nevertheless slowly converging to stable patterns, which is typical of RAAM
training. But this factor does complicate training INSOMNet because as long as theFrame Node
Indicator Map is training, the patterns can oscillate among nodes. Yet, it is precisely this property
that gives theFrame Map topological organization. The primary complication occurs in training
theFrame Node Modulator Map, described in the next section.

3.4.3 Frame Selector

The Frame Selector takes theSequence Processor hidden layer activation and propagates it
through to theFrame Node Modulator Map (see Figure 3.11). The output is compared with the
self-organizedFrame Node Indicator Map, and the resulting error signal is backpropagated to the
hidden layer. In this way, theModulator output comes to represent the network’s confidence that
the activated frames are part of the semantic interpretation of the input.

However, training theFrame Selector network is not started until theFrame Node Indi-
cator Map is essentially finished self-organizing (say, the neighborhood is at0, or the learning rate
is below some threshold). Otherwise, the network tries to learn units that might be oscillating since
the RAAM network has likely not converged to a set of stable patterns, resulting in units that should
otherwise be0.0 being activated.
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3.5 Conclusion

The INSOMNet parser is an incremental model that uses the novel technique of self-organizing
the nodes in theFrame Map layer to let the network discover an optimal placement of frame
encodings. The nodes hold the activation patterns that can be decoded into the frame constituents
of the MRS dependency graph that represents the semantic interpretation of the sentence being
processed. AModulator Network indicates the network’s confidence that the nodes corresponding
to activated units represent frames that are part of the current interpretation. This approach allows
for the modeling of psycholinguistic effects having to do with expectations, ambiguity, and semantic
priming.
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Chapter 4

Basic Performance Evaluation

An important goal of this research is to provide a basic performance comparison between IN-
SOMNet and a non-trivial (as opposed to n-gram or nonlexicalized PCFG) statistical model on
the same corpus. A number of statistical models have been recently evaluated on the Redwoods
Treebank (Toutanova and Manning 2002; Toutanova et al. 2002) on the task of parse selection.
Unfortunately for our purposes at present, most of these models rely heavily on the syntactic anal-
yses of the HPSG parse trees in the corpus, whereas we have concentrated primarily on semantics.
Nevertheless, in an as-yet unpublished study, a conditional log-linear model has been informally
evaluated on a particular type of semantic dependency graph that captures the core features of
the full MRS structure. This semantic model extends the model trained onsemantic dependency
trees(Toutanova and Manning 2002; Toutanova et al. 2002) to a subset of the MRS structure called
elementary semantic dependency graphs. We will begin the comparison study with a description of
these elementary semantic dependency graphs, the dataset they were used in, and follow up with
a description of the experiments that were run to evaluate INSOMNet’s performance on the same
dataset and task. We will compare and discuss the results and relate them to the differences in the
two models.

# parses 1 2 5 10 20 50 100 250 500
# sentences 1478 2040 762 502 413 94 12 4 2
percentage 27.85 38.44 14.36 9.46 7.78 1.77 0.23 0.08 0.04

Figure 4.1:Parse Statistics. Almost75% of the 5307 sentences in the elementary dataset have two or more
parses licensed by the ERG, but only 112 (≈ 2%) have more than 50.
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4.1 Elementary CSLI Dataset

The dataset used for comparison in this chapter is a corpus of5307 sentences from the June 10, 2001
version of the Redwoods Treebank. These sentences were selected on the basis that the annotator
chose exactly one analysis licensed by the ERG as the preferred parse.

One factor to be considered is that the corpus has a number of repeated sentences, including
one sentence,let us see, that shows up134 times. Nevertheless, there remain4388 unique sentences
in the corpus. Following Toutanova et al. (2002), I give a breakout of the number of sentences
having one or more analyses to give a sense of the parse disambiguation task that will be the subject
of the experiments in Section 4.2.1.

As can be seen from Table 4.1, roughly28% of the analyses yield a single parse, while
almost40% have two. Only two parses had 500 and 507 parses, respectively, to be ranked. The
comparatively small number of parses is a testament to the accuracy of the ERG.

The average length of sentences in the Redwoods Treebank is seven words, and the average
lexical (the number of sense distinctions) and structural ambiguity (the number of syntactic analyses
licensed by the English Resource Grammar) is4.1 and8.3, respectively (Toutanova et al. 2002).

The sentences in the dataset are annotated with elementary semantic dependency graphs for
the5307 sentences. Elementary semantic dependency graphs (see Figure 4.2 for an example) are
a subset of the full MRS structure designed to capture the basic predicate argument structure of
a sentence while omitting some detail. Since we designed INSOMNet to represent the full MRS
structure and the experiments in subsequent chapters use the full encoding, a comparison between
elementary semantic dependency graphs and the full MRS dependency graphs will be taken up in
Chapter 5, in which the performance of INSOMNet on the more complex semantic representation
is evaluated.

4.2 Models and Experimental Setup

As the architecture and training of INSOMNet has already been described at length in Chapter 3,
we will first review the statistical model against which INSOMNet is compared, and then describe
the dataset format required to represent elementary semantic dependency graphs for INSOMNet.
We will also describe the models’ respective experimental setups, and conclude with a comparison
between the two models.

4.2.1 Conditional Log-Linear Model

We begin with a look at the conditional log-linear model over elementary semantic dependency
graphs that INSOMNet is compared against. We first describe the model and the features it was
trained on, and then present results.
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The conditional log-linear modelis a statistical approach that uses themaximum-entropy
framework to estimate the probability of an analysisti from among a set of analysesT = {t1, . . . , tk}
(typically, these are parse trees–hence, the variableti–but need not be) for a sentences over a set
of m specified featuresF = {f1, . . . , fm} selected by the modeler. The value of each featurefj

is the number of times that feature occurs in the sentence. Corresponding to each featurefj is a
weightλj that can take on any real value. The weights are adapted to maximize the entropy1 of the
model (i.e., make the distribution as uniform as possible to minimize model bias) while keeping the
model’s estimated probabilities as close to the empirical probabilities of the training set. A typical
approach to learning the weights is withgeneralized iterative scaling, which is guaranteed to con-
verge (Manning and Schütze 1999), but requires binary features. An optimization technique called
conjugate gradientdoes not have this constraint and was used instead in Toutanova and Manning
(2002).

The task is to classify a sentences over the set of analysesT . The conditional probability
for a particular analysisti is given by the equation2

P (ti|s) =
X

Z
(4.1)

whereP (ti|s) is the probability of analysisti given the sentences. The numerator

X = e
∑m

j=1
fj(ti)λj (4.2)

represents a weighted sum of the features, and the denominator

Z =
k∑

i′=1

e
∑m

j=1
fj(ti′ )λj (4.3)

is thepartition function(Charniak 2000), which serves as a normalizing constant to yield a proper
probability distribution by taking into account all of the parse possibilities. The log-linear model3

is termeddiscriminativebecause it attempts to estimate the posterior probabilityP (ti|s) directly
from the feature set rather than using Bayes’ rule to calculate that probability through a joint prob-
ability P (ti, s) over the sentencess and analysest1, . . . , tk, as in the approach used bygenerative
classifiers (Ng and Jordan 2002). Both types of models are compared in Toutanova and Manning
(2002), and the conditional log-linear model is found to be superior on all variations of the models
examined. The success of the conditional log-linear model in this domain is not surprising given the

1That is, we select the modelq from the set of models over the same feature set,QF , by calculating each model’s
entropyH(q) = −

∑
ti

q(ti)log q(ti).
2It is worth noting that this equation is really a form of thesoft-maxfunction, which is a generalization of the logistic

function. In effect, it gives a smoothed out version of the winner-take-all competitive model.
3The model is calledlog-linear because it can be rewritten as a linear combination of the logs of the weights and

features: log P (ti|s) =
∑m

j+1
fj(ti)λj − log Z. Using logarithms instead of the equation as given has important

computational implications. Particularly, it avoids round-off errors when the weights become too large or small.
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many advantages such models have over generative models. It is easily adaptable to new features
sets selected by the modeler, and, more importantly, makes no independence assumptions that usu-
ally do not hold in the natural language domain. Thus, the modeler is free to choose features, even
if they overlap. Yet, there is a tradeoff in specificity of the features chosen and their frequency in
the corpus. If they are too specific, they will occur rarely, leading to data sparsity and loss of perfor-
mance due to overfitting the training data. The approach used in Toutanova and Manning (2002) to
combat this tendency is to impose a Gaussian prior over the distribution for smoothing. Smoothing
entails assuming that the weights (as given byeλj ) have a normal prior probability distribution and
finding their maximuma posterioridistribution (Chen and Rosenfeld 1999).

Before describing the feature set, we will first show how the elementary semantic depen-
dency graph in Figure 2.13 (c) was preprocessed for the statistical model. The top index4 was
eliminated, as well as all other handles such ase2andx21. This left just the relation, its arguments,
and their fillers. Thus, the elementary semantic dependency graph becomes

int rel[SOA want2 rel]
want2 rel[ARG1 pron rel, ARG4 hypo rel]

def rel[BV pron rel]
hypo rel[SOA meet v rel]
on temp rel[ARG1 meet v rel, ARG3 dofw rel]

dofw rel[NAMED :tue]
def np rel[BV dofw rel]

For each of the semantic relations havingn arguments, Toutanova defined2n + 1 features
according to the template:

X rel arg1 arg2 . . . argn

X rel arg1 filler 1

X rel arg2 filler 2

...
X rel argn filler n

arg1 filler 1

arg2 filler 2

...
argn filler n

These features represent the argument labels for each relation, the role that relation’s argu-
ment tends to go with, as well the relations the role itself tends to take. Even though these features
clearly overlap, the use of maximum entropy allows the modeler to select the most appropriate
features without having to worry about independence assumptions. As an example of how these
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features are applied to the predicatewant2 rel[ARG1 pron rel, ARG4 hypo rel] , we get the set
of features:

want2 rel ARG1 ARG4
want2 rel ARG1 pron rel
want2 rel ARG4 hypo rel

ARG1 pron rel
ARG4 hypo rel

The total number of features thus specified from the corpus is15522. Of these features,
fully 30% of them only occur once (thus the need for smoothing), while the one featuredef rel BV
occurs74914 times. These features are encoded as high-dimensional sparce vectors.

Recall that we are comparing INSOMNet’s performance against a conditional log-linear
model on the same dataset over features that were selected from the elementary semantic depen-
dency graph annotations, without recourse to the syntactic information in the HPSG signs. This
particular study was performed at our request, and the resulting average accuracy of the model was
67.44%4 using tenfold cross-validation under an exact tree match parse selection criterion. The
average training accuracy was75.00%. Accuracy was measured over the number of sentences for
which the parser chose the correct analysis. Ifm analyses for a sentence are ranked equally, as often
happened, then1m credit was given.

For the sake of completeness, we will also report the results for a similar study published
in Toutanova et al. (2002) oversemantic dependency treesannotated with HPSG schema names5

to show how much the extra syntactic information provided by the schema annotations and the tree
format helps in the parse disambiguation task. The study compares a generative model using a
PCFG with a conditional log-linear model on the same features. Using tenfold cross-validation, the
PCFG model achieved an accuracy of69.05%, whereas the log-linear model resulted in almost an
8% improvement, with an accuracy of74.30%. Yet, this performance is still quite far behind the
main contribution of the study, which is a log-linear model that combined the semantic dependency
tree model with a tagger and one that used up to four ancestors (labels from parent nodes). The
combined PCFG model has an accuracy of79.84% and the corresponding log-linear model yielded
82.65%.

The authors present a preliminary error analysis of68 sentences from one of the test sets the
combined parser failed on. We will reserve their analysis for Section 4.4, where we can compare
with the types of errors that INSOMNet makes.
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Figure 4.2:Elementary Semantic Dependency Graph Frameset Format.This figure shows the set of
frames that correspond to the elementary semantic dependency graph in Figure 2.13 (c) for the sentencedo
you want to meet on tuesday. As described in Section 3.1.1, the first four fields (Handle, Word , Semantic-
Relation, andSubcategorization-Type) are a part of every frame, and the remaining six fields are determined
by theSubcategorization-Type. With the exception of the argument slots,Named(ND) andConstValue
(CV), that are filled by word representations (such astuesdayin the figure), all argument roles are filled by
pointer (Argument) fields or left empty (Null or “ ”).

4.2.2 INSOMNet

The elementary dataset used to train and test INSOMNet was converted from the elementary de-
pendency graph format in Figure 2.13 (c) into the frameset format shown in Figure 4.2 (see Sec-
tion 3.1.1 for a detailed description of this format, particularly with respect to how arguments are
decoded based on theSubcategorization-Typefield). Because INSOMNet is sensitive to the order
of the frames (recall that the order must permit the proper encoding of the handles as explained in
Section 3.4.2), the elementary semantic dependency graph frames were reordered so that the frame
corresponding to any handle that occurred as an argument in some frame occurs after the frame in
question. In this way, the frameset for a given sentence could be encoded in reverse order, back up
to the top node. Note that the result is not a tree, since there are frames whose handles do not occur
as arguments in any other frame. Also, theHandles were renumbered, although the prefixese and
x were kept where they occurred (handles with an underscore, such as the2 label for thehypo rel
in Figure 2.13, were given the prefixh). This convention was useful in determining the leaves of
the MRS graph while running INSOMNet. The only words from the input sentence that occur as
targets argument slots areND (Namedfor days of the week, months of the year, and people and
place names) andCV (ConstValue for minutes of the hour such aso’clock and thirty). We have
included these under theWord component heading.

Morphemes were represented as separate tokens in the input sequence, and irregular forms

4K. Toutanova, personal communication, 2003.
5These are the labels such ashcompandbseverb in the top tree in Figure 2.13 (a).
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were replaced by their stems. For example, in the sentenceyou say -d you were get -ing in tuesday
night, the input wordsaid is rendered assay -d, and the extra morphemes-d and-ing are processed
in separate steps. There were six such morphemes:-s, -ing, -er, -est, -ly, and-d (used for both
simple past and perfect participles). Common inflected words, such asam, are, were, etc., were
left unchanged. Such preprocessing is not strictly necessary, but it allows focusing the study on
semantic processing without confounding it with morphology.

All non-handle frame constituents,Subcategorization-Type, Semantic-Relation, andWord ,
were given random representations, so that the burden of learning the task fell solely on INSOMNet.
The pointer components,Handle andArgument, developed their own representations as described
in Section 3.4.2.

4.2.3 Model Comparison

INSOMNet and the conditional log-linear model are very different models with very different goals.
Nevertheless, an effort was made to compare their performance on the same dataset on similar tasks.
In the course of generating the results, a number of important differences between the two models
stood out. These differences are listed here:

1. The statistical model uses anexplicitgrammar; INSOMNet must learn to induce that grammar
through training.

2. The grammar used in the statistical model often licenses more than one analysis for a sentence,
and the task of the statistical model is to select the preferred parse based on calculating the
probabilities that a given parse is best according to its feature set. INSOMNet has no explicit
grammar, but rather learns to activate the relevant frames for a particular input sequence, and
suppress those that do not contribute to the interpretation. For this reason, analysis of the
activated frames is required to determine the network’s preferred parse.

3. Features on which to condition probabilities must be selected for the statistical model; IN-
SOMNet must induce such features from the training data.

4. The statistical model does batch processing. Sentences are treated as atomic. INSOMNet
does incremental nonmonotonic processing.

4.3 INSOMNet Evaluation

We evaluated INSOMNet on the elementary dataset using tenfold cross-validation. In this sec-
tion, we consider two basic desiderata that exemplify the endpoints of the language understand-
ing/engineering continuum:
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Comprehension:how is the correct semantic informationimplicitly represented in INSOMNet?
Most connectionist research on cognitive modeling has focused on evaluating comprehension
using statistical analysis of a SRN’s hidden layer on prediction tasks or using query networks
based on the Gestalt model of St. John and McClelland (1988, 1990) to show that subsym-
bolic models can model human performance such as grammaticality judgments and semantic
biases.

Parsing: how is the correct semantic informationexplicitly represented in INSOMNet? The stan-
dard approach to connectionist parsing has relied on building structured syntactic represen-
tations of the linguistic relationships among sentence constituents using RAAM or shallow
semantic representations with fixed case-role frames.

With respect to these desiderata, we evaluated INSOMNet’s performance according to four
criteria, beginning with the most lenient and graduating to the most severe. The loosely modular net-
work architecture of INSOMNet makes such a graded evaluation possible and informative. Because
the Semantic Frame Encoder/Decoder component is primarily responsible for comprehension
and theFrame Map Modulator component is responsible for the frame selection that underlies
parsing, these components operate together to yield a semantic interpretation of a sentence as it is
processed incrementally. In this and the next two chapters, we concentrate on the semantic repre-
sentation at the end of sentence processing, which is typically the focus of language engineering
tasks such as parsing; Chapter 7 demonstrates that INSOMNet maintains cognitive plausibility by
evaluating the network’s performance during sentence processing.

The four evaluation criteria are designed to measure INSOMNet’s performance in terms
of the Semantic Frame Encoder/Decoder andFrame Map Modulator components. Parsing
accuracy is evaluated with respect to the correct activation of units in theModulator Map that
correspond to theFrame Map Nodes encoding the target set of MRS frames in the semantic
representation of an input sentence. Given this target set, comprehension was evaluated on the basis
of the accuracy of the decodedFrame Map Node patterns. A crucial aspect of the inter-operation
of these network components necessarily rests on the accuracy of the pointer fields in the decoded
MRS frames. The details of how these pointer fields are interpreted in the context of each criterion
will be taken up in the subsections describing each evaluation result, but an overview of the criteria
is provided below for perspective:

Basic Comprehension and Parsing:comprehension and parsing are evaluated separately. Com-
prehension is measured on a per-field basis in terms of how well the MRS frame components
are represented in theSemantic Frame Encoder/Decoder network. Pointer accuracy in the
comprehension evaluation is only measured with respect to frames in the target set.

Parsing is evaluated on a per-frame basis in terms of the whether the correct frames are se-
lected by theFrame Map Modulator network.
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Exact Pointer Match:evaluation of comprehension and parsing are combined to provide a measure
on a per-field basis of how well the network components work together. Pointer accuracy is
measured in terms of the entireFrame Map, regardless of whether the frames pointed to are
in the target set or not.

Exact Frame Match:Comprehension and parsing are both evaluated on a per-frame basis. Any
error in frame decoding constitutes an error for the entire frame. Similarly, parsing is eval-
uated in terms of how many target frames are decoded correctly, and non-target frames are
discounted from the score.

Exact Parse Match:Comprehension and parsing are both evaluated on a per-sentence basis. Any
error in any frame decoding constitutes an error for the entire frameset. Accordingly, a sen-
tence and its interpretation is given credit if and only if it is decoded completely correctly, all
target frames are above threshold, and all non-target frames are below threshold.

Up to this point, we have tacitly treated frame selection as a binary process. Yet, as we
have discussed in Section 3.3.3 and further elaborated on in Section 4.2, INSOMNet actually uses
graded frame selection to model cognitive effects such as nonmonotonicity. In order to take this
gradience into account in the following sections, each of the performance criteria are given with
respect to aframe node activation thresholdbetween 0.0 and 1.0. This threshold indicates the
minimum activation strength a unit on theFrame Map Modulator must have for the corresponding
Frame Node to be considered selected and, therefore, part of the network’s semantic interpretation.
Consequently, for the comprehension evaluations under each of the four criteria, we report the
accuracy of decoded frames that reach threshold, while the parsing performance is provided by
precision/recall curves defined in terms of frame node activation strength.Accuracyis simply the
proportion of all decoded fields (t) that are correct (c):

A =
c

t

Precision and recall are another two common measures used in computational linguistics to gauge
how well a system is able to distinguish target items from non-target items. Thus,true positives
(tp) are the target items the system selects;false positives (fp)are the non-target items selected; and
false negatives (fn)are the target items the system fails to select. Thetrue negatives (tn)are not
often taken into account because they typically constitute the largest proportion of all items and,
consequently, do not contribute much information to evaluation. In this framework,precision(P )
is the proportion of items selected by a system that are also in the target set:

P =
tp

tp + fp

andrecall (R) is the proportion of target items actually selected:

R =
tp

tp + fn
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Figure 4.3:Evaluation of Comprehension and Parsing. (Color figure) Evaluation of INSOMNet’s com-
prehension is based on how well theFrame Nodes are decoded into their proper components. For example,
in this figure, all but the wordmovedand one argument handlex2 are decoded correctly (cf. Figure 3.6), so
comprehension for this frame would be810 , or 80%. Parsing accuracy is evaluated with respect to how the
units in theFrame Node Modulator Map correspond to those in theFrame Node Indicator Map above a
given level of activation. Three target units (in blue, which are units 0, 64, and 75) are below a threshold of
0.5, and one unit in the lower left corner (unit 72) is a non-target unit.

These scores are typically combined into a score for overall performance called theF-measure(F ),
defined as:

F =
2PR

P + R

assuming that precision and recall are weighted equally.
Taking frame node activation threshold into account means not only that a field must be

decoded correctly, but also that frame which contains the field must be activated above threshold.
The frame node activation threshold has the largest effect on the pointer components. The reason
is that, in addition to the two criteria just mentioned, these pointers must also satisfy one more
criterion to be counted: the frame pointed to must also be activated above threshold.

As an example, we will apply these criteria to the map modules in Figure 4.3, assuming that
unit 0 at the top left corner and unit 26 near the top right of theFrame Map each has five fields,
units 7 and 13 have six, unit 75 has nine fields, and all other compressed frames encode eight fields.
The total number of fields across all target frames, then, is96. Of these, we will also assume that
only two,hit andx1, in the illustrated frame, are decoded incorrectly asmovedandx2, respectively.

Basic Comprehension and Parsing: Comprehension and parsing are evaluated separately. Because
there are two fields that are decoded incorrectly, comprehension yields a score of94

96 = 96.9%.

Parsing with a threshold of0.5 yields a precision of 9
9+3 = 75%, because nine of the target

units are above threshold, while three target units are below. Recall is9
9+1 = 90% since only

one non-target unit is above threshold.

Exact Pointer Match: For the sake of argument, we will say that three decoded arguments cor-
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respond to those units that are below threshold in Figure 4.3; one of these is the handleh1,
which fills in theSA role of the topprprstn rel frame. Because the nodes these arguments
point to are below threshold, they have to be discounted under the exact pointer match crite-
rion. Moreover, all of the fields in the frames indicated by those three units that are below
threshold must also be discounted; assume there are20 such fields (including the nine that
have been expanded in Figure 4.3). Thus, comprehension accuracy would be73

96 = 76.04%
because

• Units 0, 64, and 75 are below threshold, so all of their fields are discounted, for a total
of 20 (including the original two decoding errors); and

• The three arguments in other frames which point to them are also discounted (assuming
they are not already included in the above count);

Recall is then 73
73+23 = 76.04%, and precision is 73

73+7 = 91%, when the seven fields for the
non-target unit that is above activation threshold are taken into account.

Exact Frame Match: In addition to the fields that have to be discounted because they are below
threshold, those frames having an argument pointing to a frame below threshold are also
discounted (rather than just the one argument, as in the Exact Pointer Match above). Applying
this criterion to the the three frames that have pointers to units 0, 64, and 75, and assuming
those three frames account for 24 fields, the accuracy and recall is52

96 = 54.17% and precision
is 52

52+7 = 88.13%.

Exact Parse Match: If any field is decoded incorrectly, the complete frameset is discounted. Thus,
in this case, the original two errors described above result in accuracy, precision, and recall
of 0.0.

For the experiments conducted below, INSOMNet was trained with an initial learning rate
of 0.01 and theFrame Node Indicator Map given an initial learning rate of 0.4. The neighborhood
was initialized to half the diameter of theFrame Map (6). The learning rate of theFrame Node
Indicator Map was decayed by 0.9 and the neighborhood decremented according to the schedule

epochi+1 = 1.5 ∗ epochi + 1

wherei indexes each parameter update. Once theFrame Node Indicator Map had stopped self-
organizing when its learning rate fell below0.001, the learning rate for INSOMNet was decayed by
0.5 according to the same schedule.

4.3.1 Basic Comprehension and Parsing Performance

In this first evaluation, we measure comprehension and parsing separately in order to establish upper
bounds on INSOMNet’s performance with respect to each task. Thus, we evaluate comprehension
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Figure 4.4: Basic Comprehension Performance. (Color figure) This figure gives a breakout of the
performance of INSOMNet’s comprehension on both the training and test sets. The curves represent the
accuracy of the six MRS components (Argument, Handle, Null , Semantic-Relation, Subcategorization-
Type, andWord ) that were used to evaluate its performance across experiments, together with theirAverage
(dashed line with filled circles). This breakout represents the best the network can perform on the dataset at
each threshold level. Although INSOMNet learns the training set very well, it does lose some generalization
on the test set, primarily due to theFrame Map Modulator network not having learned to activate the correct
frames above threshold. TheWord component shows the worst performance because it is the component
most affected by data sparsity.

on a per-field basis apart from parsing (frame selection) by measuring INSOMNet’s ability to ac-
curately decode the patterns in theFrame Map on the assumption that only the target frames have
been selected (activated above threshold), as would be the case if parsing were perfect. Similarly, we
evaluate parsing on a per-frame basis apart from comprehension by measuring how well INSOMNet
is able to select only the nodes in the target frame set without regard to decoding.

Figure 4.4 shows separate plots for the six MRS components,Handle, Word , Semantic-
Relation, Subcategorization-Type, Argument, andNull , that were categorized for the type of
filler they took and their role in the MRS dependency graph as described in Section 3.1.1. These
components were identified during the course of developing INSOMNet in order to determine where
the network was strongest and weakest. The dashed line with filled circles gives the average perfor-
mance of INSOMNet on both the training and test sets measured as the proportion of fields produced
correctly by theFrame Node Decoder network. In this and subsequent evaluations, performance
on both training and test sets are shown to give a sense of INSOMNet’s generalization ability.

The component breakout for the test set in Figure 4.4 demonstrates that INSOMNet does
generalize well, but has the most difficulty with theWord component. Analysis of the test data
suggests two reasons for this discrepancy. One reason is data sparsity: only5.4% of frames have
an argument that is filled by words from the input sentence, such asjanuaryor hanover(theNamed
andConstValueslots are the only arguments in the elementary dependency graph format that do
not have a pointer orNULL value). The other reason is related to data sparsity and is due to a tech-
nical tradeoff in the implementation. We empirically discovered that not including theWord field
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Figure 4.5:Basic Parsing Performance. (Color figure) To evaluate INSOMNet’s basic parsing potential,
we simply look at the the target frames above threshold, the non-target frames above threshold, and the
target frames below threshold. The precision/recall curves for the training and test datasets yield a maximum
F-measure of0.77 atx = 0.7.

when encoding theHandle for a frame helped improve the accuracy of the pointer fields, whereas
encoding theHandle with theWord included tended to throw these pointers off to a neighboring
Frame Node, leaving the network unable to track them. Thus, not only would theWord be lost,
but anything pointing to its frame would be lost as well.

The figure also shows the gradual decline in performance over all components as the activa-
tion threshold by which frames are considered selected increases. Recall that, to be counted, a field
must both be decoded properly and the frame that contains it must be above threshold. Thex = 0
baseline, therefore, represents the best INSOMNet can do on the test set (with all nodes activated).

Figure 4.5 shows the potential parsing performance of INSOMNet. By looking just at the
activations of the units on theModulator Map, we take those that correspond to target frames that
are above threshold as true positives, those targets that failed to reach threshold as false negatives,
and those corresponding to non-target frames above threshold as false positives, a maximum F-
measure of0.77 occurs atx = 0.7. This is possible because a very small percentage of the 144
Frame Nodes are indeed false positives. Parsing would be much more accurate if there were no
distractors, but that is hard to achieve in this network due to the self-organization of theFrame
Map that causes several nodes to be used for similar frames during training, and the graded frame
selection retained for cognitive modeling.

These separate evaluations of comprehension and performance suggest there should be a
nice way to combine their accuracies. This task is left for the following evaluation.

4.3.2 Exact Pointer Match Criterion

In combining comprehension and parsing performance, the pointer components,Handle andAr-
gument, are evaluated in the context of the entireFrame Map. The result is that these components
are more likely to be confounded by addresses of non-targetFrame Nodes. The consequent overall
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Figure 4.6: Comprehension and Parsing under the Exact Pointer Match Criterion. (Color figure)
Under the exact pointer match criterion, there is somewhat more loss in generalization because now the
pointer fields can be confounded by false positives, as is evident in theArgument component on the test set
data. Note the slight upward bend in theArgument components on the training set. This effect is due to these
pointers getting slightly more accurate as fewer false positives reach theshold, resulting in less confounding.
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Figure 4.7:Precision and Recall under the Exact Pointer Match Criterion. (Color figure) Even under
the exact pointer match criterion, there is little loss in overall parsing accuracy. Note that comprehension
performance (as given in Figure 4.6) is factored into the precision and recall curves. The highest F-Measure
0.75 occurs atx = 0.7.

performance of the network is nevertheless only slightly worse on both the training and test sets.
Moreover, there is a slight upward bend in the training curve on theArguments because fewer non-
target frames reach threshold, resulting in less possibility for confounding. The effect also holds
in the test set, but is offset by the loss of target frames, which brings down overall performance.
The only significant difference between this evaluation under the exact pointer match criterion and
that in the previous evaluation in Figure 4.4 is evident in theArgument curve, which clearly shows
the effects of self-organization on the encoded handles. Keeping the handles distinct enough to
distinguish betweenFrame Nodes, yet similar enough to permit meaningful self-organization, is a
delicate process that requires more research.
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Under the exact pointer match criterion, precision and recall is measured with respect to
all fields in theFrame Map. That is, we are not looking at just whether the correct frames are
selected or not, as in the basic parsing evaluation in the previous section, but also factoring in
comprehension. However, a penalty needs to be assessed for non-targetFrame Nodes that are
activated above threshold. For simplicity, we assign them the ratio of the total count of all fields
to the total number of frames, which comes out to almost exactly seven fields6. In this evaluation,
the true positives are all fields produced correctly (whose containing frames are above threshold),
the false negatives, those that are either decoded incorrectly or whose frames are below threshold,
and false positives those presumed seven fields in all non-target frames that are above threshold.
The resulting curves are virtually identical to the curves in Figure 4.5, again because of the relative
lack of false frames above threshold. The main impact again is the loss of accuracy due to false
negatives and the relatively few arguments that are thrown off by the false positives. In calculating
the precision and recall, we factor in the performance at each threshold, yielding a maximum F-
Measure of0.75 at thex = 0.7 activation level. This value is only minimally below the0.77 given
in Figure 4.5.

4.3.3 Exact Frame Match Criterion

In order to evaluate the network’s performance even more strictly, theexact frame matchcriterion is
usedto meausre both comprehension and parsing on a per-frame basis by only counting a frame if it
is above threshold and all of its fields are decoded correctly. Accordingly, as with the basic parsing
criterion, we again limit our consideration to targetFrame Nodes, since we are only counting a
frame as a true positive on the basis of its threshold and completely accurate decoding. If any
field is incorrect or the frame itself is below threshold, it is regarded as a false negative. The false
positives are the other non-target nodes that are above threshold, which we conservatively assume
to be decoded correctly for lack of a metric to evaluate their fields.

The impact of the exact frame match criterion is quite visible in the test set in Figure 4.8.
While the training set is virtually indistinguishable from that in Figure 4.6, the test set reveals the
primary impact of theArgument component’s inaccuracy. The dataset format results in quite a few
frames having very similar representations. These representations end up occupying adjacent nodes
on theFrame Map and often confound theArgument pointer. An error in theArgument field
results in the entire frame being discounted, bringing down overall performance.

INSOMNet’s performance under the exact frame match criterion reveals the extent of the
inaccuracy of theArgument component. At its maximum atx = 0.7, the F-Measure only reaches
0.64. If the inaccuracy were limited to just theModulator Map not activating targets above thresh-
old, the performance should be similar to that in the previous two evaluations. However, almost
every frame has one or moreArgument fillers, so inaccuracies in these fields will have a wider
impact, which is evident in Figures 4.8 and 4.9.

6The actual ratio on both training and test sets is6.99.
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Figure 4.8: Comprehension and Parsing under the Exact Frame Match Criterion. (Color figure)
Under the exact frame match criterion, only those frames above threshold whose every field is correct are
counted. The training set performance is virtually identical to that for the exact pointer match criterion, but
there is a marked decrease in generalization in the test set because of the loss of relevant frames that did not
reach threshold due to a mismatch in at least one field. Most of the mismatches were due to the inaccuracy
of theArgument component, which is thrown off by false positives, as well as by true positives within the
target frameset.
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Figure 4.9:Precision and Recall using the Exact Frame Match Criterion. (Color figure) While the
precision/recall curves are still good in the training set, the difficulty of the exact match criterion is apparent
in the test set. With no partial credit possible for frames above threshold, these frames become false negatives,
bringing down overall performance. The false positives, while few, are enough to throw off some argument
fields, also adding to the increase in false negatives by contributing to a false match. The F-measure is
maximum (0.64) at x = 0.7. As before, the performance at each activation level in Figure 4.8 has been
factored into the precision/recall calculations.
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Figure 4.10:Comprehension and Parsing under the Exact Parse Match Criterion. (Color figure)
Under the Exact Parse Match Criterion, all frames are discounted if any frame is below threshold or decoded
incorrectly. The impact of the severe test is very evident in this figure. The upward bend that comes with
fewer false positives reaching activation threshold is also evident on both training and test data.
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Figure 4.11:Precision and Recall using the Exact Parse Match Criterion. (Color figure) The Exact
Parse Match Criterion results in the elimination of many frames due to one or more errors that those frame
may have, and the interaction of the parsing criterion. The F-measure reaches a maximum of0.31 atx = 0.5.
As before, the performance at each activation level in Figure 4.10 has been factored into the precision/recall
calculations.

4.3.4 Exact Parse Match Criterion

Under the Exact Parse Match Criterion, any error in decoding a field results in the complete frameset
being discounted. The severity of this criterion is evident in Figure 4.10 on both the average over
the training sets and test sets. A strong factor contributing to this performance is the method for
discounting argument fields. If the frame denoted by an argument is below threshold, the result is
that the entire frame containing the argument is discounted, and, accordingly, the entire frameset is
lost.

Similarly, Figure 4.11 shows the impact of the Exact Parse Match Criterion on the precision
and recall curves for both training and test sets using tenfold cross-validation. The overriding reason

73



for the poor performance measures under the Exact Parse Match Criterion is the graded nature of the
Frame Selector. Most sentences yield parses that have at least one non-target frame above threshold
or one target frame below threshold.

4.4 Error Analysis

4.4.1 Conditional Log-Linear Model

At the time of the June 2001 release of the Redwoods Treebank, the project was still in an early
phase and there was a single Stanford undergraduate who had been trained as treebank annotator on
the use of the [Incr TSDB()] Tool to make parse selections (see Section 2.5.3). Consequently, there
were errors in the treebank annotation, which Toutanova et al. (2002) estimate constituted about30%
of the overall misparses in their analysis. These annotation errors limited accuracy by both counting
correct parses as wrong and causing poorer training as the model tried to learn the misannotations.
Another10% were attributed to limitations in the English Resource Grammar. They also estimate
that10% of the parses counted as incorrect had more than one plausible analysis, requiring more
context to yield a reliable disambiguated parse. The remaining half of the mismatches were deemed
errors that could be corrected with further improvements in the statistical model. As of this writing,
many of the errors in annotation and the grammar have been corrected in the current release (October
2002) of the Redwoods Treebank.

Among the actual errors in the test set analyzed, the majority were due to prepositional
phrase attachment and lexical category mismatches. The model does show a strong preference for
low attachment, which corresponds with numerous psycholinguistics studies, but will occasionally
make the opposite choice.

4.4.2 INSOMNet

We have already alluded to the primary source of error in the test sets in the previous sections
using the four evaluation criteria. More than half the errors are due to inaccuracy in theArgument
component, but this is not surprising since this field occurs multiple times in the majority of frames.
The combination of training a RAAM network to encode handles and using those representations
to denote theFrame Node that is to be decoded to yield the complete frame (whose arguments can
also use the handles as pointers) introduces a fair amount of complexity into training the network
accurately. Many erroneous arguments point toFrame Nodes that decode into almost exactly the
same frame, but for one field7. To get an idea of how close the misses are, consider that roughly

7Thus, we could trade off one of our six components for the argument, but we have chosen to assign blame to the
Argument component to simplify the analysis. Finding a way to use theArgument’s preference, rather than stipulating
a priori its target via encoding with RAAM, is research still in progress.

74



35% of theArguments pointed to neighboring nodes8. Because of the clustering property of the
SOM underlying theFrame Map, most of these nodes would have been viable targets had they been
trained. Yet, training those nodes in addition would probably increase the number of false positives.
It is clear in any case that improving the accuracy of theArgument component will improve the
network’s performance across the board.

4.5 Conclusion

In this chapter, we have evaluated INSOMNet on the same dataset as used to motivate the application
of a conditional log-linear model on the parse disambiguation task. INSOMNet does not have access
to a grammar, but must rather approximate the grammar implicit in the semantic annotations of
sentences. Using four criteria designed to show how the components of INSOMNet work together
to produce a semantic interpretation of a sentence, we have demonstrated that the subsymbolic
approach can be scaled up beyond toy grammars to parse sentences with realistic complexity.

8It should be kept in mind that the semantic clusters are not spread evenly over the map, so similar nodes could be
more than one node away from each other.
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Chapter 5

Performance Evaluation on Full MRS

The comparison study of the last chapter provided a useful baseline with which to gauge INSOM-
Net’s performance against the best statistical model that has been evaluated on the Redwoods Tree-
bank. Yet, that research is still in an early phase, and the conditional log-linear model has only
been evaluated on the elementary dependency graphs described in Chapter 4.1. INSOMNet was
originally designed to deal with the full MRS dependency graphs, which include a host of features
that are not part of the elementary semantic dependency graphs. The task taken up in this chapter
is to evaluate how well INSOMNet can scale up to the more detailed representation of the complete
MRS structure.

5.1 CSLI Detailed Dataset

The dataset (hereafter, thedetailed dataset) used in this chapter is a corpus of4817 sentences from
the Redwoods Treebank (Version June 20, 2001) for which at least one analysis was selected as
correct by the treebank annotator, although168 had more than one preferred analysis, and one had as
many as seven analyses. These ambiguous sentences were kept in order to determine if INSOMNet
could learn to maintain the various interpretations. Duplicate sentences with the same interpretation,
such as the ubiquitouslet us see, were removed. The dataset contains the full MRS representation, as
provided through the [Incr TSDB()] Tool for each sentence. The detailed dataset and the elementary
dataset share4367 sentences in common, but the MRS annotations are quite dissimilar, as they
reflect different MRS formats. The comparison study dataset is from a slightly earlier version
(June 10, 2001) of the Redwoods initiative, and only provides the elementary dependency graph
representation for each sentence (see Chapter 4 for a full description).

We will first describe the extent of the differences between the full MRS and elementary
dependency graph descriptions before giving the results of the experiments that were run with the
more detailed data.

Figure 5.1 illustrates the differences between (a) the elementary semantic dependency graph
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Figure 5.1:Dataset Comparison. This figure shows an example of the differences between (a) the elemen-
tary semantic dependency graph and (b) the full semantic dependency graph representation for the sentence
we can go until say one or two. The full graph contains more than twice as many frames, including modifiers
(such as the frame for the wordsay), extra feature information like gender, person and number for nominals
(nouns and pronouns: these frames have handles that begin withx; mood, tense, and aspect for verbal ele-
ments (verbs and adjectives: these frames have handles that begin withe), as well as basic feature information
for other categories (such as adverbs: in the full semantic dependency graph, the degree modifiersaytakes
the feature frame whose handle begins withd, which tells us its divisibility feature is generic). The full graph
also has more argument roles filled in (e.g., the additionalrestriction (RE) in the def rel frames) and uses
handle-sharing (e.g., the frames containing the wordsgo, or, say, until, one, and two all share the handle
h2, signifying that they are treated as adjuncts). As this comparison makes clear, the full MRS dependency
representation is considerably more complex than the elementary MRS dependency graphs used in Chapter 4.
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sense count 1 2 3 4 5 6 7 8
word count 845 124 51 19 5 1 1 2

Figure 5.2:Sense statistics. This table shows the degree of semantic ambiguity of words in the scale-up
dataset. Slightly more than80% of the words were unambiguous, whereas only four had more than five
senses.

used in the comparison study of Chapter 4 and (b) the full semantic dependency graph used in the
current scale-up study for the sentencewe can go until say one or two. There are several noteworthy
additions that are apparent from just a cursory look at the figure. First, theWord field is used in
the detailed dataset, whereas it was unpopulated in the comparison version. This field is the input
word in the sentence that corresponds to each frame, wherever we could make this match. We
will explain the motivation for doing so in the next paragraph. Second, the full MRS semantic
dependency graph includes several new frames that contain the features for those semantic relations
that have features, such as thee0 frame in Figure 5.1 that carries the divisibility, aspect, mood and
tense features of the modalcan in theh1 frame. Recall that these feature frames serve as the leaves
when constructing the frame handles, as described in Section 3.4.2. Finally, handles may be shared
to indicate modification or attachment, as with theh2 handle in Figure 5.1 that occurs in the frames
for the input wordsgo, or, say, until, one, andtwo, as described in Section 3.1.1. There was no
handle-sharing in the elementary dataset.

The original version of the detailed dataset had1177 semantic relations, slightly more than
the 1106 relations in the comparison dataset. Yet, in most cases, the semantic relation could be
distinguished by the word embedded in its definition (e.g.or in or rel). Table 5.2 shows the
number of lexical distinctions in the detailed data along with the number of words having that
many senses. For example,845 (80.2% of the total) words were associated with only one semantic
relation in the corpus, as in theor rel example above. Only two words had eight senses:getand
like. Additionally, there were 68 distinct semantic relations for which there was no corresponding
word in the sentence, such asprpstn rel andunspecloc rel.

This detachment between the word as it appears in the input sentence and the semantic
relation means that the network must learn to associate the correct semantic relations with the words
in the input, as was the case in Chapter 4. Although INSOMNet was able to learn this association
reasonably well, we found that the network’s performance improved slightly when the word was
also provided as a target in the output explicitly during training, even though doing so introduced
961 new targets1 (including our six morphological suffixes). The reason is that, in the majority

1Actually, we introduced1054 tokens as targets for theWord slot, but93 of them were compounds such ashow about
that corresponded to two or more words in the input sentence, still requiring the network to make an arbitrary association
since these compounds were also initialized with random representations.
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of cases, the word uniquely identified the semantic relation, so there was no extra burden on the
network to learn another arbitrary mapping. Nevertheless, there still remained many cases where a
single input word had several senses that were distinguished by the semantic relations in the ERG.
Rather than retain the redundancy of using the words and original semantic relations together to
maintain the proper lexical distinctions, we elected to use the ERG to separate out the word and
abstract the semantic relation up one level of its type hierarchy. As an example, the wordsay in
Figure 5.1 occurs with four distinct semantic relations in the detailed dataset, but can be identified
with four common relations:

say approx rel, as in the sentencewe can go until say one or two, becomessayanddegreerel;

say rel, as ina moment ago you say -d five o’clockbecomessayandarg123 rel;

say h rel, as inbut did you say you were free this fridaybecomessayandarg134 rel;

say loc rel as inat two o’clock on the twenty eighth we say -dbecomessayandarg12 rel.

This process yielded104 abstract relations,71 of which were already in the original dataset (such as
numbered hour rel). The remaining33 new relations made distinctions between verb types (they
often–though not always–reflected the subcategorization type; e.g.,go rel is anarg1 rel, reflecting
the A0A1DMEV subcategorization type for an intransitive verb), some adjectives (such as those
that can take extraposed “it”), adverbs, prepositions, and, particularly, nouns (many of which were
divided among temporal distinctions, such asday part andnon day diadic modable rel). This
pairing of word and abstract relation preserved the uniqueness of the original semantic relation,
while at the same time allowing some generalization2. Another motivation for the addition of the
word field was to allow for the option of using phonological or orthographic encodings in both
the input and output of the system (such as in research toward dealing with the out-of-vocabulary
problem that will be taken up in future work).

Further comparing the annotation schemes of the two datasets, note that there are additional
arguments on some frames such as including therestrictionof determiners (see thedef rel frames
in Figure 5.1, which both specify the handleh2 as their restriction), as well as the inclusion of
some modifiers likesay that are omitted in the elementary dependency graphs. Lastly, because
the comparison dataset was designed to follow the statistical model’s frameset format as closely as
possible, multiple frames sharing feature information were collapsed into one whenever possible.
In the detailed dataset, those distinctions are preserved (cf. thenumbered hour rel frames in
Figure 5.1: in the elementary semantic dependency graph format, there is just one frame with this
relation, because the wordsoneandtwo are not distinguished, whereas they are in the full graph,
requiring two frames for their proper representation).

2We say “some” here because we essentially traded the sparsity problem with the semantic relations for a sparsity
problem with the words.
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Dataset Frame Component Total
Handle Word Relation Type Argument Feature Null

Basic 51827 2829 51827 51827 48644 0 155099 362053
Scale-up 77184 36521 77184 77184 89791 80504 118932 557300

Figure 5.3:Dataset Complexity. This table gives a breakout of the number of fields for the seven com-
ponents that are evaluated on both the elementary and the detailed datasets. In all of the components except
for theNull component, there are at least 50% more fields in the detailed dataset than in the elementary. The
slightly fewerNull components in the detailed dataset are a result of more fields being populated, which are
barely offset by the greater number of frames altogether. Because each frame has only oneHandle, the first
field also gives the total number of frames in each dataset.

Table 5.3 provides a more quantifiable comparison of the complexity of the two datasets.
Overall, the detailed dataset has more than 50% more fields. The first four components appear in
every frame, but theWord component differs most markedly because it is populated in 47.3% of
the frames in the detailed dataset, whereas only 5.4% of the elementary dataset has this field filled
in. Because theHandle, Semantic-Relation, andSubcategorization-Typeare always populated,
the counts in these fields equals the total number of frames in each dataset. Most importantly for
the scale-up study, there are nearly twice as manyArgument fields in the detailed dataset than in
the elementary.

In short, the full MRS dependency graph is used to give as full a semantic description of the
sentence as possible from the Redwoods Treebank.

5.2 Training and Experiments

We ran INSOMNet on the detailed dataset of full MRS annotations using tenfold cross-validation.
INSOMNet was trained with an initial learning rate of 0.01 and theFrame Node Indicator Map
given an initial learning rate of 0.4. The neighborhood was initialized to half theFrame Map’s
diameter. The learning rate of theFrame Node Indicator Map was decayed by 0.9 and the neigh-
borhood decremented according to the schedule

epochi+1 = 1.5 ∗ epochi + 1

wherei indexes each parameter update. Once theFrame Node Indicator Map had stopped self-
organizing when its learning rate fell below0.001, the learning rate for INSOMNet was decayed by
0.5 according to the same schedule.
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Figure 5.4:Basic Comprehension Performance. (Color figure) The curves are the seven MRS compo-
nents (Handle, Word , Semantic-Relation, Subcategorization-Type, Argument, Feature, andNull ) that
were used to evaluate its performance across experiments, together with theirAverage(the dashed line with
filled circles). This breakout represents the best that the network can perform on the dataset at each threshold.
Generalization is good, but performance on both theArgument andWord components noticeably lag be-
hind the other categories. The dropoff in theArgument performance is due to confounding within the target
frameset, and the slightly poorerWord performance is due to data sparsity. On the other hand, theFeature
performance is relatively high because there are far fewer features that the network has to learn.

5.3 Results

In this section, we report the same four sets of evaluations of the network’s performance described
in Section 4.3 for the comparison study.

5.3.1 Basic Comprehension and Parsing Performance

Recall that the first evaluation is designed to separately measure INSOMNet’s comprehension abil-
ity and potential to produce the correct parse for a sentence. For the comprehension evaluation, we
measure performance on a per-field basis, and ignoreFrame Nodes that are not part of the tar-
get set to see how well INSOMNet can perform taking the traditional statistical/symbolic approach
that theFrame Node Modulator Map only activates the target frames above threshold, and sup-
presses all others. The network can still be thrown off byFrame Nodes within its target set, and it
sometimes is, in which case, its comprehension performance suffers. Similarly, we measure pars-
ing performance on a per-frame basis by restricting our attention to the performance of theFrame
Node Modulator Map itself in its ability to identify the target nodes, and by concentrating instead
on the potential for INSOMNet to be confounded byFrame Nodes that are not part of its target
set, divorced from the actual performance of the network on decoding those nodes that actually do
belong.

Figure 5.4 shows separate plots for the seven MRS components,Handle, Word , Semantic-
Relation, Subcategorization-Type, Argument, Feature, andNull , that were used in order to de-
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termine INSOMNet’s strengths and weaknesses. The newFeature category covers the arguments
in the feature frames that are a part of the Full MRS format, as described in Section 5.1. Because
there are only 56 static fields covered under theFeature category, the network tends to learn these
very well. Indeed, INSOMNet seldom makes a mistake in this category; the only reason for the
decline apparent in Figure 5.4 is due to the network not activating the relevant nodes on theFrame
Node Modulator Map above threshold.

The component breakouts for the both the training and test sets in Figure 5.4 illustrate some
of the problems the greater detail and format of the full semantic dependency graph representation
causes the network. Although INSOMNet performs better on theWord component than it did in
the comparison study, the problem with data sparsity is still apparent. Whereas, in the comparison
study, theWords only constituted5.4% of the appropriate targets for the decoder, theWords ac-
count for47.3% of the their targets in the detailed dataset. Yet, many of these words only rarely, if
ever, occur in the training sets in each split, so INSOMNet is unable to learn them. This difficulty is
compounded by another issue related to the full MRS format. Recall that the detailed dataset adds
feature frames to the frameset apart from the frames that point to them. The result is a potential
disassociation from the frames that govern those feature frames3. As an example, the frames having
the semantic relations,def rel andarg4 event rel (for the wordcan) in the full semantic depen-
dency graph of Figure 5.1 point to feature frames having the handlesx0, x1, x2, ande0, respectively.
INSOMNet accurately reproduces the features, but sometimes loses track of which frames point to
them when they are compressed into other handles (see Section 3.4.2). Yet, fortunately this problem
is not propagated further up in encoding other handles because the frames higher up in the MRS
graph often include several arguments, and consequently cancel out errors by developing a unique
enough representation to serve as a reliable address in theFrame Map. As is typical of RAAM, the
subnetwork used to build up the structured handle representations, the similarity of the leaf feature
nodes results in immediately dominating frames (those that point directly to the feature frames)
confusing which frame goes with which feature frame4.

Figure 5.5 shows the basic parsing performance of INSOMNet on a per-frame basis without
regard to how well each frame is decoded. Taking as our true positives the targetFrame Nodes
that are above threshold as indicated by theFrame Node Modulator Map, false negatives, those
that fail to reach threshold, and false positives, the non-target frames above threshold, we get an
F-measure of0.78 at the intersection of the precision/recall curves atx = 0.7.

5.3.2 Exact Pointer Match Criterion

With the pointer components,Handle andArgument now evaluated over the entireFrame Map,
there is a greater likelihood that these fields will be confounded by the activatedFrame Nodes

3This dissociation was not possible in the comparison study because there were no features for the words implied in
the semantic relations to be disassociated from.

4This confusion would be equivalent, for example, to swapping subject and object in some verbs in cases.
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Figure 5.5: Basic Parsing Performance. (Color figure) Basic parsing performance is measured on a
per-frame basis. The nodes on theFrame Node Modulator Map corresponding to the target frameset are
identified, and their activations evaluated according to whether they reach threshold. The true positives are
those target frames above threshold, false negatives are the target frames below threshold, and the false
positives are non-target frames above threshold. The result is a maximum F-measure of0.78 atx = 0.7.
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Figure 5.6:Comprehension and Parsing using (Color figure) the Exact Pointer Match Criterion. The
exact pointer match criterion results in a slight decrease inArgument accuracy because these pointers can
be confounded by otherFrame Nodes that are above threshold as indicated by theFrame Node Modulator
Map.

not in the target set. Nevertheless it is a much more accurate indication of how the network would
perform on a novel sentence for which we do not know its target frameset. In this evaluation, both
comprehension and parsing are combined and evaluated on a per-field basis, where the true positives
are all target frame fields correctly decoded and whose containing frames are above threshold, the
false negatives, those target fields that are either incorrect or whose containing frames are below
threshold, and false positives those fields in non-target frames that are above threshold.

The consequent overall performance of the network is only slightly worse on both the train-
ing and test sets than in the separated evaluations due to the relatively few false positives. But those
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Figure 5.7:Precision and Recall using the Exact Pointer Match Criterion. (Color figure) There is little
impact of the exact pointer match criterion except for a decrease in recall due to comprehension performance
being factored in. The maximum F-measure is0.76 atx = 0.7.

false positives that do occur have a noticeable impact on theArgument field. The reason is that the
false positives that do reach threshold are very similar to the true positives and, so, easily confuse
the network. As in the previous evaluation, the performance on the test set relative to the training set
indicates that the network is generalizing relatively well. Interestingly, there is a slight upward bend
in the training curve on theArguments because fewer false positives reach threshold, resulting in
less confounding.

Taking into account all fields in theFrame Map results in a only a slight decrease in per-
formance, as shown in Figure 5.7. The F-Measure atx = 0.7 is 0.76. As in the comparison section,
we take the average ratio of fields to frames5 as the amount to discount the network’s performance
when it includes a falseFrame Node. The resulting curves are virtually identical to the curves in
Figure 5.5, again because of the relative lack of false positives above threshold. The main impact
again is the loss of accuracy due to false negatives and the relatively few arguments that are thrown
off by false positives and mismatches within the target frameset.

5.3.3 Exact Frame Match Criterion

INSOMNet performs relatively well when given partial credit for the fields it produces correctly.
Nevertheless, it is instructive to evaluate its performance under the restriction that it produce every
field correctly to get a better sense of how the network can be improved. We do so in this section
by using the exact frame match criterion that only counts those frames that are above threshold and
whose every field is correctly decoded.

When INSOMNet’s performance is measured on a per-frame basis, there is a noticeable
decline over almost all components, as is evident in Figure 5.8. Under this criterion, a target frame

5This ratio turns out to be7.22 on both training and test sets.
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Figure 5.8:Comprehension and Parsing using the Exact Frame Match Criterion. (Color figure) Under
the exact frame match criterion, we only count those frames whose every field is correct and above threshold.
Here, the ability of the network to capture theFeature fields is evident, for these frames tend to be the most
highly activated and most accurately represented. Yet, the combined impact of the missedWord features and
the inaccuracy in theArgument fields due to false positive confounders and mismatches within the target set
bring both the training and test set performances down considerably on all of the other features. However,
there is a noticeable improvement inArgument accuracy in the training set due to less confounding as the
activation threshold is increased. This effect does carry over to the test set, but is offset by the loss in overall
performance.

is taken as a true positive on the basis of its threshold and completely accurate decoding. If any field
is decoded incorrectly or the target frame itself is below threshold, it is taken as a false negative.
The non-target frames above threshold are false positives, whose fields we assume to be decoded
correctly. The loss in performance is the combined effect of the relatively poor performance of the
Word andArgument components. Losing either of these components results in the entire frame
being discounted. Recall that the best that the network could do at each threshold was shown in
Figure 5.4, so theWord curve in that figure sets an upper bound on its performance. Similarly,
the Argument confounding problem discussed in the previous section and evident in Figure 5.6
further impacts performance. Together, these two components bring down the performance of all
components except theFeature field. The reason theFeature field is relatively immune to this
effect is that only three of our added morphemes (-s, -d, and-ing) and two modals (will andwould)
occur asWords in the decoded frame, and so there are no arguments to be thrown off. Consequently,
the feature frames reliably show up in the target nodes, and INSOMNet tends to learn them very
well.

Under the exact frame match criterion, the network has poor recall (because comprehension
performance is factored in), while precision is only slightly worse than under the exact pointer
match criterion. Figure 5.9 shows that the best F-measure of0.64 is at a threshold of0.7. Improving
the accuracy of theArgument component would greatly improve these figures, since a frame can
include up to six arguments, any one of which can be thrown off.
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Figure 5.9:Precision and Recall using the Exact Frame Match Criterion. (Color figure) As in Fig-
ure 5.8, the combined impact of the network’s poor performance on theWord andArgument fields is evident.
Note that these curves factor in the comprehension performance, which results in the markedly lower graphs
than in Figure 5.6. The maximum F-measure is0.64 atx = 0.7.
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Figure 5.10:Comprehension and Parsing under the Exact Parse Match Criterion.(Color figure) Any
error in decoding a frame results in the loss of the entire frameset under the Exact Parse Match Criterion.
Because of the greater number of pointer fields in the scale-up dataset, there is a marked loss in performance.
Even so, there is still a noticeable upward bend in the performance curves for both training and test set data.

5.3.4 Exact Parse Match Criterion

The additional complexity of the detailed dataset is apparent when the Exact Parse Match Criterion
is applied. Because any error in decoding a field results in the complete frameset being discounted,
the inaccuracy of theArgument component, as described in the previous sections, results in a
significant loss on both the training and test set averages.

When the inaccuracy in theArgument component is coupled with the graded nature of the
Frame Node Modulator Map, even one error in a frameset causes it to be discounted.
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Figure 5.11:Precision and Recall using the Exact Parse Match Criterion. (Color figure) The Exact
Parse Match Criterion yields a maximum F-measure of0.11 at x = 0.5, factoring in the accuracy from
Figure 5.10.

5.4 Discussion

The detailed dataset is a significantly more difficult dataset to learn. It is therefore surprising that
INSOMNet’s performance on all four evaluations is not much worse than those in Section 4.3.
Further work is needed on improving the accuracy of theArgument andWord components, and
reducing the number of distractorFrame Nodes that can throw off theArgument pointers, and, to
a much less extent, theHandle component. Improving the accuracy of theFrame Node Modulator
Map will go along way toward this goal, but runs counter to the desired behavior of INSOMNet to
model such cognitive effects as semantic priming, and coactivation of multiple interpretations. Un-
like the dataset in the comparison study of Chapter 4.1, the dataset used in this chapter does feature
a number of sentences which had multiple interpretations. The ambiguous sentences were included
for the explicit purpose of showing that the network could handle such sentences, and maintain
those interpretations. This effect will be explored further in Chapter 7 on a standard benchmark on
prepositional phrase attachment ambiguity to show how the network can maintain multiple inter-
pretations and later revise those interpretations when disambiguating context is encountered during
incremental processing. Because the sentences used in the Redwoods Treebank were taken from
a non-psycholinguistic domain, it is difficult to use them to illustrate these phenomena. While
there were ambiguous sentences included in the dataset used here, none are resolved, so the net-
work maintains the multiple interpretations until the end of the sentence, increasing the number of
purportedly “false”Frame Nodes that detract from the network’s performance.
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Chapter 6

Robustness Study

One of the most appealing properties of connectionist systems for the researcher interested in mod-
eling human language use is the inherent robustness of these systems to noise and degradation.
Because information is distributed across the network, it can tolerate missing units or weights, and
even compensate for them by filling in partial patterns. In this chapter, we evaluate the robustness
of the INSOMNet model in two ways. First, we take the original transcribed sentences from the
VerbMobil project (Wahlster 2000) from which the the sentences in the Redwoods Treebank were
derived and construct a dataset designed to more closely follow the actual spoken words using a
condensed annotation scheme appropriate for input to INSOMNet. For each sentence, we use the
MRS frameset from the corresponding sentence in the detailed dataset, and run one of the trained
full-scale models from Chapter 5 on the new dataset to see how well INSOMNet is able to toler-
ate the added transcriptions of spoken language. The second evaluation demonstrates how robust
INSOMNet is to noise added to the network weights.

6.1 Transcription of Original VerbMobil Data

The sentences that make up the dataset used in Chapter 5 were originally derived from the VerbMo-
bil project (Wahlster 2000) and cleaned of the transcriptions to yield well-formed English sentences
for the Redwoods Treebank. Those sentences that were not given at least one grammatical analysis
by the ERG were not included in the Treebank. The original sentences in the Redwoods Treebank
are distributed across four VerbMobil datasets (CDs 6, 13, 31, and 32). Each dataset records a
number of dialogues between two people whose spokenutterancesare divided intoturns for each
person (Alexandersson et al. 1997). The turns are hand-segmented and transcribed to give as faithful
a textual representation of the audio-taped dialogue as possible.

All but CD 13 use the VerbMobil-II transcription convention developed for the second phase
of the project. The VerbMobil-II is a much more detailed annotation scheme than the VerbMobil-I
convention used for CD 13. The VerbMobil-II transcriptions fall into eight categories:
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VerbMobil Transcription Definition Transcription for INSOMNet
<Smack> human noise #
<Swallow> human noise #
<Throat> human noise #
<Cough> human noise #
<Laugh> human noise #
<Noise> human noise #
<\#Squeak> mechanical noise #
<\#Rustle> mechanical noise #
<\#Knock> mechanical noise #
<hes> hesitation #
<uh> hesitation uh
<\"{a}h> hesitation uh
<uhm> hesitation uhm
<\"{a}hm> hesitation uhm
<hm> hesitation hm
<uh-huh> affirmative interjection uh huh
<mhm> affirmative interjection mhm
<uh-uh> negative interjection uh uh
<mm> negative interjection mm
+/X/+ repetition/correction X
-/X/- false start X
<*X> foreign word X
˜X proper names X
*X neologism X
\#X number annotation X
\$X spelling out X
[<:...>X:>] noise interference X
<!X> pronunciation comment X
<;...> commentary
\_ articulatory interruption
; global comment
<B> breathing
<P> empty pause
<*T> technical interruption
<*T>t turn break
<T\_> beggining of turn or word missing
<\_T> end of word missing
\% difficult to hear
<\%> incomprehensible

Figure 6.1:VerbMobil Transcriptions. The VerbMobil-II transcription scheme is designed to provide a
faithful textual representation of all elements of a recorded dialogue. Note thatX stands for elements that are
preserved in the INSOMNet transciption. An empty column means that the transciption was deleted.
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lexical units: words, interjections, spelling.

syntactic-semantic structure: repetitions, corrections, repairs, and punctuation that marks into-
nation and phrase boundaries.

nonverbal articulatory production: breathing, hesitations, and human sounds such as coughs
and laughing.

noises:mechanical sounds such as clicks and microphone sounds.

pauses:breaks in the dialogue.

acoustic interference:overlapping of dialogue.

comments:pronunciation annotation for slang, dialect, contractions, and mispronunciation.

special comments:technical dialogue comments.

In order to generate the dataset of sentences that correspond to the cleaned-up sentences, we an-
alyzed the four VerbMobil datasets to find the original sentences and translated the VerbMobil-II
transcriptions into a condensed version that was consistent with the VerbMobil-I annotation of CD
13. Table 6.1 shows the VerbMobil transcription symbols, their meaning, and the simplified con-
ventions we used for INSOMNet.

An example will help clarify the annotation process. Corresponding to the Redwoods sen-
tence,I am free the first through the fourth, we found the original sentence on dataset CD 31:

<Laugh> <B> <uh> -/the fir=/- I am <!2 I’m> free

<uh> the #first through the #fourth .

The transcription labels<Laugh> and<B> are extrasentential verbal and nonverbal sounds,
which we annotate as “#”. we keep the false start (-/the fir=/ ), hesitation (<uh> ), and dates
(#first and #fourth ), but remove the annotation symbols. We also use the pronunciation
comment<!2 I’m> for I am, but render it asi m in the same manner we handled contractions
for the elementary and detailed datasets. The resulting sentence is# uh the fir I m free uh the first
through the fourth.

Similarly, on dataset CD 6 we found the original sentence for the Redwoods sentencebe-
cause I think I have time on each of the Mondays:

<"ahm> ’cause I think I have time <;comma> on each

of the Mondays <;period> <;seos>

We transcribe this sentence asuhm ’cause I think I have time on each of the Mondays
after removing the punctuation labels<;comma>, <;period> , and<;seos> and translating
<"ahm> asuhm. We leave’causeas it is, even though it does not occur in any sentence INSOMNet
was trained on.

This process yielded a total of5068 sentences for the4817 sentences in the detailed dataset.
The 251 extra sentences are due to the different annotations that the counterparts for a cleaned-
up sentence received on the original VerbMobil CDs. For example, each of the original annotated
sentenceshm let us see, uh let us see, and# let us see # #mapped to the Redwoods sentencelet
us seewhen cleaned of their annotations. Figure 6.2 shows the sentence counts together with their
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Figure 6.2:Extra Transcription Symbols. (Color figure) The x-axis denotes the difference between the
length of sentences in the transcribed dataset and their cleaned-up counterparts in the Redwoods Treebank.
The y-axis gives the percentage for each difference in length. Thus,x = 0 means a that904 sentences,
or approximately18% of the total number of sentences in the transcribed dataset, were left unchanged. One
sentence had as many as14 extra transcription tokens added. Most (90%) had four or fewer additional tokens.

percentage in the transcribed dataset according to the number of extra annotation symbols in each
sentence. Of the5068 sentences,4543 had four or fewer extra symbols, and904 of these had no
extra annotations. Only eight sentences had twelve or more added annotations.

6.2 Evaluation

We conducted two evaluations of the robustness of the INSOMNet model using one of the trained
systems from Chapter 5.3. In the first evaluation, we tested the trained model on the transcribed
dataset to measure how well INSOMNet tolerated the extra annotations. In the second evaluation,
we tested the same model on the detailed datasets on which it was originally trained and tested, but
injected varying amounts of Gaussian noise into the network weights.

6.2.1 Transcribed Dataset

We evaluated INSOMNet on the transcribed dataset using the exact pointer match criterion intro-
duced in Section 4.3. Under this criterion, a handle or argument is only counted as correct if it points
to the correctFrame Node that holds the compressed frame pattern it represents. Figure 6.3 gives
a breakout of the model’s accuracy for each frame component acrossFrame Node activation level
thresholds, together with the precision and recall curves as a measure of the model’s parsing ability.
With average accuracy factored in, the highest F-measure is0.77 at a threshold ofx = 0.7, which
is comparable to INSOMNet’s performance on the unannotated sentences shown in Figure 5.7, al-
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Figure 6.3: Performance on the Transcribed Dataset. (Color figure) The graph on the left gives a
breakout of INSOMNet’s accuracy on each frame component decoded forFrame Nodes activated above
threshold. The graph on the right shows the resulting precision/recall curves, with accuracy factored in. The
F-measure is highest atx = 0.7 with a value of0.77.
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Figure 6.4:Average Accuracy on Detailed Dataset with Added Noise.(Color figure) The average accu-
racy across frame activation thresholds is plotted for five levels of Gaussian noise with a standard deviation
ranging from0.0 to 0.1. The average accuracy with no noise is indistinguishable from the noise level of
0.0001 on both the training and test sets. Accuracy degrades smoothly for each additional level of noise.

though it includes all sentences. These results show that INSOMNet tolerates the extra annotation
symbols very well.

6.2.2 Added Gaussian Noise

For the second evaluation, we ran the trained model on the original detailed training and test datasets,
but with varying amounts of noise injected into the weights. The noise added was distributed nor-
mally with a mean of 0.0 and standard deviation ranging from0.0001 to 0.1. Figure 6.4 shows the
average accuracy for each dataset. A noise level of0.0001 is indistinguishable from no noise, while
0.001 noise results in the slightest degradation in accuracy on both the training and test datasets.
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Figure 6.5: F-Measure of Detailed Dataset with Added Noise. (Color figure) These curves give the
F-measure across frame activation thresholds for the five noise levels. Again, the results show graceful
degradation as more noise is added.

There is a more marked fall-off with a noise level of0.01, but INSOMNet still tolerates this noise
well. However, a noise level of0.1 results in a substantial decrease in average accuracy on both
datasets, but virtually no loss in generalization, as the nearly identical0.1 curves for the training
and test sets make evident.

Figure 6.5 shows the F-measure curves for each of the noise levels. The degradation in
performance mirrors the accuracy curves of Figure 6.4.

6.3 Discussion

The results show that INSOMNet is remarkably tolerant to a variety of types of noise. Even though
the system was only trained on sentences that had been cleaned of the annotations in the original
VerbMobil recorded dialogues, INSOMNet could still process sentences annotated with transcrip-
tions for numerous audio effects, including

• ungrammatical input:here is some clues

• accents:uhm that ist no good

• contractions:# # uh how ’bout some time #

• dysfluency:I am free # from ah , that , # from nine , until , # oh # six

Furthermore, INSOMNet demonstrates graceful degradation with increasing levels of Gaus-
sian noise added to the model’s weights, in keeping with its connectionist foundation.
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Chapter 7

Psycholinguistic Study

Up to this point, we have concentrated on INSOMNet’s performance on the task of parsing and
demonstrated that the network retains the robustness expected from a connectionist system. In this
chapter we will show that INSOMNet also exhibits the cognitively plausible behaviors of coactiva-
tion of multiple senses, expectations and defaults, semantic priming, and nonmonotonicity, as laid
out in Section 2.2 during incremental sentence processing.

7.1 Psycholinguistic Background

How do people come to a given interpretation for a sentence? Is that interpretation unique and
truly independent of other possible interpretations of the same sentence? What factors contribute
to the process of interpretation? Are these factors themselves independent of one another or do
they interact? At which points in sentence processing do they manifest themselves? Are some
factors so strong that, once applied, they cannot be overridden? These are some of the questions
that have motivated a great deal of research into human linguistic performance. In this section,
we will describe some of the conclusions that psycholinguistics research has drawn, as well as
those questions that are still open to controversy. We will also describe the two standard types of
experience-basedmodels of sentence processing. Such models emphasize the role of prior language
experience to determine how people process novel sentences. Finally, we will conclude with the
psycholinguistic assumptions that went into the design of INSOMNet and the consequent cognitive
behavior the network should exhibit.

There is overwhelming evidence that people process languageincrementally. In sharp con-
trast to the approach taken by statistical broad-coverage parsers (such as the conditional log-linear
model INSOMNet was compared with in Chapter 4), people do not wait until they have heard all the
constituents of a sentence before arriving at an interpretation. On the contrary, there is a growing
body of studies that show that people actuallyanticipateparts of a sentence in advance (Tanenhaus
et al. 1995). Thus, the sequential scanning process and incremental forming of partial represen-
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tations is a very plausible cognitive model for language understanding. Indeed, even theoretical
linguistics has moved away from the idea that a sentence can be processed syntactically and then
mapped onto (or “transformed” into) a structure that later integrates semantic information. The
view now is that sentences are processedon-line in real time with syntax, semantics, discourse, and
pragmatic information all dynamically integrated into partial linguistic descriptions that reflect the
understanding of the sentence during processing (Sag 1995).

Incremental processing, however, raises the question of how people deal with the pervasive
ambiguities of language during the course of understanding a sentence. If a listener does not wait
until enough information in the sentence has been heard to resolve an ambiguity, then that person
must either favor a particular sense (i.e., “jump to conclusions”) based on what he has heard so far
and how it relates to his language experience, or he must somehow maintain multiple senses without
becoming bogged down in trying to consciously keep track of those interpretations. These two
possibilities are not necessarily mutually exclusive. People may come to a preferred interpretation
in some cases, yet entertain multiple senses in other cases, perhaps even within the same sentence.

Given the extent of ambiguity in language and the ease with which people seem to handle
such ambiguity, an abundant amount of research has been conducted in psycholinguistics in order to
isolate the mechanisms people use when faced with ambiguity. Such research not only informs us
about how ambiguity is handled, but also yields insights into human sentence processing in general.

A number of specific types of ambiguity have been the object of particular interest. Among
these arelexical (word-based),syntactic(structural), andsemantic(meaning-based). An example of
lexical ambiguity is provided by the wordball, which can be either the round object used in sports
or a formal dance. A common syntactic ambiguity is the prepositional phrase attachment ambiguity,
as can be seen in the sentencethe boy hit the girl with the ballwhere it is not clear whether the ball
is an instrument or modifier, although in either case, its sense as a round object is strongly preferred
over its sense as a dance. We have also already encountered a typical semantic ambiguity in the
sentenceevery man loves some woman, in which the way the scopes of the quantifierseveryand
someare embedded results in two very different interpretations. These distinctions between types
of ambiguity are not always clear-cut and often overlap. Lexical and semantic ambiguity are often
used interchangeably, and all three may be more or less involved in word-order phenomena. One
such well-studied case isscrambling, where arguments of a verb may permute depending on factors
like topic (what the discourse is about) or emphasis.

Several cognitive models have been proposed to account for how ambiguities are resolved
during reading. The three most prominent in recent years have been the context-dependent, the
single-access, and the multiple-access model. Although these models have been proposed primarily
as accounts of how lexical ambiguity is handled, they have also been applied to the other types of
ambiguity we have mentioned.

The context-dependent model (Glucksberg et al. 1986; Schvaneveldt et al. 1976) is based
on the assumption that only one meaning of a word is activated at any given time, namely, the one
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most appropriate to the context in which the word occurs. The primary reason is that the context
primes the meaning which is most applicable, while suppressing others.

The single access (or ordered-access) model (Forster and Bednall 1976; Hogaboam and
Perfetti 1975; Simpson and Burgess 1985) posits that only one active interpretation of an ambiguous
sentence is maintained at any one time. If in the course of processing the sentence information
is encountered that does not accord well with the active interpretation, then that interpretation is
abandoned and a representation that accounts for the established information as well as for the
current ambiguity is sought, most probably through backtracking to the point of ambiguity. The
activation level of an interpretation is determined by the relative frequencies of the meanings of the
word or words that are the source of the ambiguity. The search process for the appropriate meaning
takes place serially, terminating when a fit is made, or retaining the most dominant meaning when no
contextually relevant match can be found. In the strongest statement of the model (Hogaboam and
Perfetti 1975), only the most dominant meaning of an ambiguous word is retrieved first, regardless
of whether the context supports a subordinate meaning.

The multiple access model (Onifer and Swinney 1981; Seidenberg et al. 1982; Tanenhaus
et al. 1979) suggests that several interpretations may be actively maintained when ambiguous infor-
mation is encountered. At a later time, when additional input allows resolving the ambiguity, only
the appropriate interpretation is retained. However, not all of the interpretations may be maintained
with equal activation levels. Rather, the strength of a particular activation would be proportional to
the likelihood of that interpretation being the correct one. Unlike the single access model, in which
a single meaning is sought and selected, the multiple access model claims that all meanings are
activated simultaneously regardless of context, but the context later influences selection of the most
appropriate one.

The choice of cognitive model influences the design of computational models. In particular,
the context-dependent and single-access models, both of which assert that only one interpretation
is actively maintained at any given time, are often the psycholinguistic assumptions on which many
probabilistic systems like statistical models that can perform active backtracking are based. Connec-
tionist systems generally assume the multiple-access model, although many probabilistic systems
also actively maintain multiple interpretations during sentence processing as a set of candidates.

As a connectionist system, INSOMNet is founded on the multiple-access model. Multiple
sense co-activation is an underlying cognitive assumption of the model that is used to account for
how ambiguity and its resolution are treated, semantic priming and expectations, as well as the
nonmonotonic revision of the incremental interpretation of a sentence to avoid costly backtracking.

7.2 Experiments

We trained INSOMNet on the dataset used in Miikkulainen (1997b), which was based on the in-
fluential study of McClelland and Kawamoto (1986) on semantic feature generalization. In the
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Category Nouns
thing human animal object
human man woman boy girl
animal bat chicken dog sheep wolf lion
predator wolf lion
prey chicken sheep
food chicken cheese pasta carrot
utensil fork spoon
fragileObject plate window vase
hitter bat ball hatchet hammer vase paperweight rock
breaker bat ball hatchet hammer paperweight rock
possession bat ball hatchet hammer vase dog doll
object bat ball hatchet hammer paperweight rock vase plate window

fork spoon pasta cheese chicken carrot desk doll curtain

Figure 7.1:Noun Categories. Each category can be replaced by the nouns to its right. Notice that the
categories overlap and comprise a basic ontology with thething category as the root.

original study, a connectionist system was trained to map syntactic constituents to thematic roles
from a corpus of 152 sentences over 34 nouns and verbs for which semantic features (e.g., animacy)
were prespecified. In Miikkulainen’s task, the network learns to develop its own word representa-
tions through the FGREP (Forming Global Representations with Extended Backpropagation; Miik-
kulainen 1993) method. The FGREP method extends the standard backpropagation algorithm by
propagating the signal error from the hidden layer to the input layer.

7.2.1 Training Data

Because the FGREP network had to induce its own word representations, a portion of the original
McClelland and Kawamoto dataset was expanded to 1475 sentences over 30 words according to
the 19 sentence templates in Figure 7.2. The words were distributed among 12 noun categories,
four verbs, and the prepositionwith. The categories in Figure 7.1 define a basic ontology with
thing as the root. The 1475 sentences themselves were generated from the 19 sentence templates
by replacing each category with a noun belonging to that category.

Of the 1475 sentences, half (728) have an instrumental reading, generated by templates 4, 8,
and 14. Only 112 have a modifier sense, given by templates 3 and 13. Templates 9, 11, 15, and 19
generate 221 sentences with a non-agent subject, and templates 7, 10, 12, 16, and 18 generate 144
sentences with the same syntactic structure as the sentences with a non-agent subject, but with an
agent subject. For example, the sentencethe bat broke the windowhas a non-agent subject when the
wordbatwas to be interpreted as an inanimate object, but an agent subject whenbat is interpreted as
animate. Only 85 sentences in the dataset were truly ambiguous, thus accounting for 170 different
framesets among them.
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Template Sentence Frame Case Roles
1 Thehuman ate. agent
2 Thehuman ate thefood. agent/patient
3 Thehuman ate thefood with thefood. agent/patient/modifier
4 Thehuman ate thefood with theutensil. agent/patient/instrument
5 Theanimal ate. agent
6 Thepredator ate theprey. agent/patient

7 Thehuman broke thefragileObject. agent/patient
8 Thehuman broke thefragileObject with thebreaker. agent/patient/instrument
9 Thebreaker broke thefragileObject. instrument/patient

10 Theanimal broke thefragileObject. agent/patient
11 ThefragileObject broke. patient

12 Thehuman hit thething. agent/patient
13 Thehuman hit thehuman with thepossession. agent/patient/modifier
14 Thehuman hit thehuman with thehitter . agent/patient/instrument
15 Thehitter hit thething. instrument/patient

16 Thehuman moved. agent/patient
17 Thehuman moved theobject. agent/patient
18 Theanimal moved. agent/patient
19 Theobject moved. patient

Figure 7.2: Sentence Templates. Each template is used to generate sentences by filling in categories
(shown in bold type) with nouns from that category (see Table 7.1). Because a noun may belong to more than
one category, ambiguous sentences are also generated. For example, the wordbat may be both ananimal
and anobject. Replacing these categories in templates 18 and 19 yield the sentencethe bat movedwith two
case-role interpretations.

We constructed a MRS frameset for each sentence in the dataset. We will use the sentence
the boy hit the girl with the ballto illustrate the encoding scheme we used. This sentence has the
same syntactic structure as the sentencethe boy hit the girl with the dollthat we have used as a
running example throughout the dissertation, but is more ambiguous in that people do not have as
strong a preference for the modifier reading forball as they do fordoll. This preference is reflected
in the dataset by giving both the instrumental and modifer interpretations forthe boy hit the girl with
the ball, but only the modifier reading forthe boy hit the girl with the doll. Figure 7.3 shows the
MRS frameset forthe boy hit the girl with the ball, which is the same as that in Figure 3.1, but with
doll replaced byball. Recall that MRS uses handle-sharing to represent attachment. For sentences
that have an instrumental interpretation for the prepositional phrase, the frame for the preposition
with has the same handleh1 as the verb it attaches to, and theA0 role of with will have the same
representation as theEV role of hit. The modifier reading is indicated by awith frame sharing the
same handleh5 as the noungirl it modifies, while itsA0 role will match thegirl ’s IX role. There
are two important points to keep in mind. First, INSOMNet is only exposed to one interpretation or
the other during training; the frameset in Figure 7.3 shows both interpretations for the purpose of
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Figure 7.3:Prepositional Phrase Attachment Ambiguity. (Color figure) The sentencethe boy hit the girl
with the ballis an example of a prepositional phrase attachment ambiguity. Before the wordball is read in at
the end of the sentence, INSOMNet will activatewith frames for both the instrumental and modifier senses.
The frameset in the figure shows the decoded frames once the entire sentence has been processed. For the
instrumental reading, thewith frame has the same handleh1 as the verbhit to which it attaches, and itsA0
role has the same argument representation as the verb’sEV slot (e0). The modifier sense is given by thewith
frame that shares its handleh5 with that of the noungirl it modifies. In this case, theA0 role of thewith
frame shares the noun’sIX representation.

exposition. Second, the two senses will generally be encoded in separateFrame Nodes, which is
how INSOMNet exhibits sense co-activation. How strongly these two senses are activated depends
on where in the sentence the network is and the correlation of the processed words with each sense.
For example, the sequencethe boy hitoccurs 182 times in the training set with the instrumental
sense, but only 27 times with the modifier sense. But thethe boy hit the girloccurs with both senses
7 times. Therefore, INSOMNet should have a strong preference for the instrumental reading until
it reads in the wordgirl , at which point both senses should be approximately the same. Once the
end-of-sentence marker is read, the activation of theFrame Node with the strongest sense should
approach the value 1.0, and the activation of theFrame Node with the opposite sense should
fall off to 0.0. In the case of the sentencethe boy hit the girl with the ball, these two activations
strengths should be roughly equal, whereas forthe boy hit the girl with the doll, only the modifier
interpretation should be strongly activated. That this is indeed the case will be demonstrated shortly
in Section 7.3.2.

There are two other sources of ambiguity in the dataset that INSOMNet has to learn to
distinguish, and both happen to depend on whether the wordbat is used in an animate sense. One
source of ambiguity arises from sentence templates 9 and 10, wherebatcan be both ananimal and
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Figure 7.4:Implied Instrument. (Color figure) The sentencethe bat broke the vaseis lexically ambiguous:
either the wordbat is the animate agent ofbrokeor it is an inanimate instrument with which thevaseis broken.
In the dataset, animate objects have the semantic relationani nom rel and inanimate objects,reg nom rel.
The extrawith frame that shares the verb’s handleh1 indicates the instrument isbat because theA3 role of
with and theIX role forbatare bound withx0.

a breaker. If it is an animal, it is the agent of the sentence; otherwise, it is an implied instrument
(i.e., without an explicitwith in the sentence). Figure 7.4 illustrates how we have represented the
two interpretations using the MRS formalism for the sentencethe bat broke the vase. Unlike the
case with the prepositional phrase attachment ambiguity described earlier, where the distinction is
only manifested in thewith frame, the animacy ofbat is reflected in the frames forbroke, with,
as well asbat itself. We use a new semantic relation,ani nom rel (which is not in the ERG) as
the means of distinguishing animates from inanimates, to which we assign the usualreg nom rel
semantic relation. The subcategorization for the verbbrokeshows the transitive interpretation for
an animatebat, but the instrumental sense for thebat used as an inanimate object by an unstated
agent. We also added a frame for the implied wordwith to keep the representation consistent with
the other sentences in the dataset representing instruments, such as the one described in Figure 7.3.
Accordingly, thewith frame shares its handleh1 with the verb frame and itsA0 role is bound with
the verb’sEV role to the representation fore0.

The other source of ambiguity results from the same lexical distinction with the animacy
of bat in sentence templates 18 and 19. Instantiating theanimal category withbat requires an
animate reading, whereas theobject category is inanimate. The MRS encoding for the two resulting
interpretations is much like the transitive/instrumental distinction inthe bat broke the vasejust
described. Figure 7.5 shows the framesets we used to encode the sentencethe bat moved. We
assignani nom rel as the semantic relation for the animate sense ofbat, and give the verbmoved
a transitive subcatgorization. In this case, the frameset has three extra frames: the object of the
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Figure 7.5: Implied Patient. (Color figure) The lexical ambiguity in the sentencethe bat movedis
similar to that of Figure 7.4, but there is an important difference: the patient in the ergative sense ofmovedis
bound with the handlex0 that fills theIX role for bat itself. The resulting interpretation is that an unnamed
agent moved the bat. This interpretation is only invoked when the sense ofbat is inanimate. The transitive
subcategorization formovedis given in the frameset with the patient role identified with theselfframe.

verb,self, its governing determiner (with handleh4), and the frame with handlex1 that encodes the
features forself. When the interpretation ofbat is of an inanimate object, there is again an unstated
agent that is understood to have moved thebat.

7.2.2 System Parameters

The dataset was divided into a training set with 1438 sentences and 37 test sentences. INSOMNet
was trained with an initial learning rate of 0.01 and theFrame Node Indicator Map given an initial
learning rate of 0.4. The neighborhood was initialized to half the diameter of theFrame Map (3).
The learning rate of theFrame Node Indicator Map was decayed by 0.9 and the neighborhood
decremented according to the schedule

epochi+1 = 1.5 ∗ epochi + 1

wherei indexes each parameter update. Once theFrame Node Indicator Map had stopped self-
organizing when its learning rate fell below0.001, the learning rate for INSOMNet was decayed by
0.5 according to the same schedule.

7.3 Results

INSOMNet learned the case-role mapping task well, with an average performance on the test set of
95.5% using the exact pointer match criterion.
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Figure 7.6: Representing Ambiguity in INSOMNet. (Color figure) Ambiguity is represented in IN-
SOMNet through the coactivation of distinct senses. In the prepositional phrase attachment ambiguity in the
sentencethe boy hit the girl with the doll, the two interpretations ofdoll as instrument or modifier are repre-
sented in thewith frames. If the interpretation involvesdoll as an instrument,with will share its handleh1
with the verbhit to represent verb-attachment and itsA0 role will have the same filler as the verb’sEV role
e0. If instead the interpretation involvesdoll as a modifier,with will share its handleh5 with the noungirl to
represent noun-attachment and itsA0 role will have the same filler as the noun’sIX rolex1. If the sentence is
ambiguous, both interpretations will be activated, as shown in the figure where two separateFrame Nodes
are decoded into the two distinctwith frames. Allowing such multiple representations to be explicitly acti-
vated is one of the main advantages of theFrame Map component of INSOMNet. TheDecoder’s shared
weights are symbolized in the diagram by a small circle which receives connections from theFrame Map
and sends connections to the individual frames (only four of which are shown).

In this section, we will demonstrate INSOMNet’s performance four sentences,the boy hit
the girl with the doll/rock/ball/batwith respect to ambiguity as coactivation of multiple senses,
ambiguity resolution, semantic priming, nonmonotonicity, and expectation.

7.3.1 Coactivation of multiple senses

INSOMNet is trained to represent ambiguity by coactivating theFrame Node patterns on the
Frame Map that encode the sense distinctions. Figure 7.6 illustrates this idea with the preposi-
tional phrase attachment ambiguity in the sentencethe boy hit the girl with the doll. If doll is to
be interpreted as an instrument, then there will be a distinctFrame Node that can be decoded into
a MRS frame in whichwith has the same handle representation as the verbhit frame (h1) and the
same filler representation in itsA0 role as the verb’sEV role in thehit frame (e0). If doll is to be
interpreted as a modifier ofgirl , then there will be another distinctFrame Node that can be decoded
into a MRS frame in whichwith has the same handle representation as thegirl frame (h5) and the
same representation in itsA0 role as theIX role in thegirl frame (x1). The two distinctwith frames
are co-activated by theModulator Map depending on the sequence of words INSOMNet has read
in.
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Figure 7.7:Activation and Resolution of Alternative Senses. (Color figure) TheFrame Node Modu-
lator Map controls the activation strength of the encoded frame patterns in theFrame Map as a sentence is
processed. Because the prepositional phrase attachment ambiguity is represented by the co-activation of two
distinctwith frames that encode their attachment points, INSOMNet’s interpretation of the ambiguity can be
seen by how the activation levels of the twowith frames fluctuate as each word is read in. This figure shows
INSOMNet’s interpretations of the sentencesthe boy hit the girl with the doll/rock/ball/bat.

7.3.2 Ambiguity Resolution

The network should be able to not only represent ambiguity, but disambiguate given appropriate
context. To demonstrate ambiguity and its resolution, we tested a trained network on four sen-
tences which differ only in the last word in the sentence, which may be ambiguous or not. All four
sentences have the same synactic structure asthe boy hit the girl with the doll, but, whereas this
sentence is unambiguous in this corpus, having only the modifier reading, the other sentences have
been selected that prefer an instrumental reading (the boy hit the girl with the rock, and two are
ambiguous in that both interpretations are possible, although one might be ever so slightly preferred
over the other. Thus, the sentencethe boy hit the girl with the ballis truly ambiguous as both mod-
ifier and instrumental senses are acceptable, but there is a very slight preference for the modifier
reading becausewith the ballhas the ratioMI = 114

16 = 7.125 while the girl with the ballis equally
split between the two interpretations. Similarly, the sentencethe boy hit the girl with the batis also
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Figure 7.8:Defaults, Expectations, and Semantic Priming. (Color figure) When either the sentence
the boy hit the girl with the dollor the boy hit the girl with the ballis processed, several other potential
instruments and modifiers are initially activated. The dashed line shows the trajectory of the correct word.
As expected, the other words are suppressed by the end of the sentence.

truly ambiguous as both modifier and instrumental senses are acceptable, but there is a very slight
preference for the instrumental reading becausewith the bathas the ratioI

M = 116
16 = 7.5 while the

girl with the batis equally split between the two interpretations. Again,the girl with the batis also
equally split between the two interpretations. Figure 7.7 shows the two sense activations of thewith
Frame Node that decodes into the modifier representation and thewith Frame Node that decodes
into the instrument representation. In accordance with the frequencies of the two interpretations for
the sentence segmentsthe boy hitandthe boy hit the girlas described in Section 7.2.1, INSOMNet
demonstrates a preference for the instrumental reading until the wordgirl is encountered. At this
point, both interpretations are roughly equal. On reading in the worddoll and period, INSOMNet
shows a strong preference for the modifier reading. With the wordrock, the instrumental readings
is activated more strongly. With the two ambiguous sentences, the activation strengths of both in-
terpretations are roughly equal, but there is a slight preference for the modifier sense forball and a
slight preference for the instrumental reading forbat.

7.3.3 Defaults, Expectations, and Semantic priming

Figure 7.8 shows expectations and defaults that arise during sentence processing. As the sentences
the boy hit the girl with the dollandthe boy hit the girl with the ballare read in, several potential
instruments and modifiers are activated initially. In both graphs, the dashed line shows that the
activation of the frame node encoding the correct word are strengthened once the final worddoll/ball
are read in. The other activated words fluctuate as the sentences are processed, but fall off to 0 at
the end of the sentence, indicating that they are not part of the final interpretation. The instrument
hammeris present in both sentences, and follows almost an identical trajectory for bothdoll and
ball.
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Expectation based on training experience is also evident in Figure 7.7. INSOMNet has
learned that instruments and, to a less extent, modifiers are likely to occur in a sentence. It activates
Frame Nodes that encode words that fill these roles and modulates their activation strength while
processing the sentence.

7.3.4 Nonmonotonicity

Both Figures 7.7 and 7.8 also illustrate interpretation revision. In Figure 7.7, the interpretation of
the prepositional phrase attachment ambiguity is constantly revised as INSOMNet processes each
new word. Because distributed representations allow for holistic computation, this revision is not
restricted to a monotonic increase or decrease in activation for the competing interpretations. Rather,
the activations of each interpretation may be nonmonotonically altered as warranted by context.
Thus, the instrumental reading starts off highly activated, but falls off at the end of the sentence, and
the modifier interpretation follows the opposite pattern.

Figure 7.8 demonstrates how words that fit the sentence thematically can become activated
and then suppressed as the sentence is processed.

7.4 Discussion

The results in this chapter show that scaling INSOMNet up to parse realistic sentences from corpora
has not compromised those human-like behaviors that have made neural networks appealing models
to cognitive scientists. INSOMNet provides an account of both how multiple interpretations of am-
biguities can be simultaneously maintained and how a given interpretation can be chosen and others
suppressed when disambiguating context is encountered. Similarly, the model shows expectations
and defaults, as well as semantic priming, based on its training history. Finally, the network is capa-
ble of nonmonotonic revision of an interpretation during sentence processing, allowing suppressed
interpretations to be reactivated when warranted by context. This nonmonotonicity is in contrast
to the types of pruning that grammar-based parsers typically use to discard unlicensed structures.
Nonmonotonicity may rather be considered the subsymbolic analogue to symbolic backtracking,
but can be accomplished holistically in a single step.

105



Chapter 8

Future Work

We designed INSOMNet with two objectives in mind. The first goal was to demonstrate that a
subsymbolic sentence processor could be scaled up to parse realistic natural language. The second
goal was to retain the cognitively plausible behavior that has come to be a hallmark of connectionist
models.

8.1 Semantic Parsing

A central contribution of INSOMNet is its ability to parse a sentence of arbitrary complexity into
an explicit semantic representation. Previous approaches to connectionist parsing have focused on
constructing syntactic trees or assigning thematic case-roles to sentences with very limited syntac-
tic structure. However, to provide an adequate semantic description of realistic natural language, a
graph structure is preferable. The earliest connectionist models encoded graphs with localist repre-
sentations where each node represented a concept and weights between nodes indicated relations,
but such networks suffered all of the drawbacks of localist representations (see Section 2.3.1). Later
models encoded graphs using variations of the RAAM network, such as labeled trees (Sperduti
1995) and folding networks trained with backpropagation through structure (Goller and Küchler
1996). Yet, RAAM-based architectures have proven notoriously difficult to scale up beyond simple
grammars (Levy and Pollack 2001).

8.1.1 Representation

As described in Section 3.4.2, one of the key innovations of INSOMNet is the use of self-organization
to induce patterns in theFrame Node Indicator Map that can be used as pointers by theFrame
Node representations in theFrame Map. These pointers were motivated by the handles of Mini-
mum Recursion Semantics (see Section 2.5.4) to provide for flat semantics and underspecification
as a tractable means of representing ambiguity. Unlike the symbolic pointers of MRS, however, the
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handle patterns used by INSOMNet are developed by self-organizing compressed representations
of the MRS frames so that INSOMNet can generalize to novel frame patterns. Because the handle
patterns develop semantic structure, they serve the added function of representing binding of frame
arguments and their fillers, as well as the MRS method of representing predicate conjunction (such
as modifiers) through a common handle.

Nevertheless, using self-organization to induce handle patterns does introduce a fair amount
of complexity into the semantic representation, the INSOMNet architecture, and its training. The
performance analyses in Chapters 4.3 and 5.3 could be attributed primarily to the inability of IN-
SOMNet to distinguish handles from other handles with very similar patterns, which very often
indicated neighboring nodes on theFrame Map. This confounding of handles is problematic be-
cause the compressed frame representations in neighboring nodes will generally be of semantically
distinct roles, even though their handles are similar. One particularly frequent example was the han-
dle pattern developed for MRS frames encoding the implicit determiner relationdef rel that governs
nominals such as days of the week, proper names, and pronouns. The more frequent an input, the
more map real estate self-organization will develop to represent that item. For this reason, relatively
large sections of theFrame Node Indicator Map developeddef rel patterns to accommodate the
many implicit determiners that a sentence might have. The resulting handle patterns tended to be
very similar and, consequently, a source of confusion for INSOMNet.

There are a couple of ways that this problem might be countered. One simple approach
would be to add distinct features to the frame encodings so that their compressed representations
are forced to be more dissimilar. A better approach would be to modify the self-organizing algorithm
by placing a bound on how similar map patterns can be. For example, the desired effect could be
achieved by implementing an epsilon ball around each map pattern within which no updates are
done.

INSOMNet was developed to demonstrate that a connectionist sentence processor could
develop a semantic representation of an input sentence solely on the basis of semantic structure,
such as subcategorization information, by encoding semantics in the MRS handles and using these
handles as argument fillers. All non-pointer MRS components, such as words, semantic relations,
and linguistic features, were given random representations. Certainly, a more complete account
of sentence processing would entail more descriptive representations for these components, such as
phonological and morphological features for words and semantic features for the ERG relations that
represented the HPSG type hierarchy from which they are derived.

8.1.2 Architecture

Among connectionists of a more purist disposition, the idea of stipulating any network characteris-
tic that could instead be learned is strongly frowned upon. Yet, INSOMNet has a number of such
architectural stipulations required to fulfill its goal to “scale up without dumbing down;” for this
reason, we regard INSOMNet as an honest effort to bridge the language understanding/engineering
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divide. The explicit semantic representation INSOMNet generates for an input sentence could eas-
ily be adapted as a natural language interface to a database. There is even the possibility that these
representations could be holistically transformed into equivalent representations in other languages
while preserving inter-language ambiguities such as word order as part of a machine translation sys-
tem (Chalmers 1990; Knight and Langkilde 2000). Moreover, INSOMNet’s connectionist founda-
tion allows the model to remain robust to human language errors, while its plausibility as a cognitive
model enhances its ability to derive a meaningful interpretation despite such errors.

INSOMNet has three major design components tailored to the task of parsing a sentence
into a set of frames with slots and fillers needed for the MRS representation of the sentence’s inter-
pretation. The first is theFrame Map, which is divided up into a prespecified number ofFrame
Nodes that puts an upper bound on the number of frames that the model can encode. The second
architectural constraint is the design of theDecoder Network: it assumes each frame has a handle,
word, semantic relation, and subcategorization type, and that there are a set number of roles that any
predicate could take. The third component is theFrame Node Modulator Map, which is used to
self-organize theFrame Map and control the activation levels forFrame Nodes to indicate graded
frame selection for both parsing and cognitive modeling.

Simply adding more nodes to theFrame Map with the object of accommodating any con-
ceivable number of frames that might occur in real language is not a very satisfying solution from
a cognitive standpoint. A more cognitively defensible approach would be to reuse nodes. In the
current INSOMNet model, the nodes encode compressed representations of MRS frames, but there
is no reason in principle that they could not be trained to compress larger structures corresponding
to several MRS frames. Groupings such as determiner/nominal/features are very common. A mech-
anism would be required whereby such subgraphs could be built up and compressed in one node,
freeing up previously used nodes, which could then be reused to build up similar structures as a
sentence is processed. How to train the network to allocate these nodes during sentence processing
would be an interesting and challenging research undertaking.

Whereas the nodes in theFrame Map could be used to encode any frame representation,
theDecoder Network is the INSOMNet component designed specifically for the MRS represen-
tation for sentences in the Redwoods Treebank. Certainly a similar network could be designed to
decode other semantic formalism, but a more cognitively motivated approach that would also have
deep linguistic implications would be for the network to induce its own role representations. In par-
ticular, we are thinking of the argument/adjunct issue. In MRS, arguments have specific role labels
such asarg1 andscope, but adjuncts are represented as predicate conjuncts via handle-sharing for
the simple reason that there is no bound specified on the number of adjuncts in HPSG. Because the
distinction between arguments and adjuncts is not truly binary in natural language, that distinction
should not be imposed on the architecture. Rather, the network should be allowed to develop its
own internal representation for thematic roles and adjuncts in such a way that a blend is possible.
One way that this issue might be approached within the current MRS framework would be to allow
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INSOMNet to develop its own subcategorization representations for predicates based on the seman-
tics of their argumentsandadjuncts. Such subcategorization representations would come to encode
regularities in their argument structures together with the semantic characteristics of adjuncts that
tend to occur with them. The gradience in the resulting representations would likely reflect the
optionality of arguments and adjuncts based on their frequency in the corpus. Predicates having
required arguments, such as strict intransives likeexistor ditransitives likegive, would develop as-
sociated subcategorization representations in distinct clusters. Verbs with optional arguments, such
asmove, should become associated with subcategorization representations depending on how the
word is used in the sentence. Thus, for example, in the case of the sentencethe bat movedin Fig-
ure 7.5, the network should be able to develop subcategorization representations corresponding to
the transitive and ergative senses from the semantic information of its arguments, such as animacy.
The semantics of adjuncts, too, would have to become encoded in the subcategorization represen-
tation (in which case it would no longer strictly represent subcategorization as such). Every verb
could then be potentially associated with a variety of representations depending on the number and
semantics of their adjuncts. Yet, the productivity of adjuncts versus the idiosyncratic nature of argu-
ment structure should allow for a great deal of generalization in these representations. Furthermore,
the distinction between arguments and adjuncts would only be discernible from a statistical analysis
of the representations associated with a given verb. For example, the required locative phrase argu-
ment for a verb likeputwould have to be inferred from the fact that locative semantics are always a
part of any subcategorization representation associated with it.

The induction of subcategorization information is by no means a trivial task, and the above
outline only touches on some of the issues. A complete account would certainly require a much
more detailed account of lexical and phrasal semantics than that currently provided in the Red-
woods Treebank. Yet, from a theoretical viewpoint, such a line of research could provide a great
deal of insight into how diachronic variations in a language factor into the variety of ways a verb
may express its arguments, such as thelike-complement in English (Bender and Flickinger 199;
Przepíorkowski 1999).

The third design component, theFrame Selector, does not in itself impose an architectural
constraint on the model, but does have a necessary one-to-one mapping with the nodes in theFrame
Map in order to self-organize it and represent graded frame selection. The graded frame selection
could have been incorporated into theFrame Map itself, but would have had two drawbacks, one
implementational and the other cognitive. Implementationally, all of the nodes which were not
selected to contribute to the MRS representation of a sentence (on average, 90%) would have had to
be trained to be null vectors, requiring substantially more training than theFrame Node Indicator
Map alone. Moreover, from a cognitive viewpoint, it is not clear what a graded frame representation
would actuallyrepresentother than a distorted compression of a MRS frame. What is graded in
INSOMNet is frameselection, not representation. Once a frame is accessed (on the basis that
is above some threshold), the frame pattern as encoded in the selectedFrame Node is decoded
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without regard to its activation level.
Self-organization, too, might be incorporated into theFrame Map, but this design choice

would mean solving the chicken/egg issue of knowing whichFrame Node should encode which
MRS frame before the node pattern has been activated by propagating the hidden layer pattern to
the not-yet-selected node. Moreover, the pattern in aFrame Node will also have to encode the
complete frame representation, including the handle, the representation for which depends on the
node selected to encode the frame. The solution of first encoding the handles as compressed repre-
sentations of the rest of the MRS frames which they labeled, and then using them to self-organize
the Frame Node Indicator Map, circumvented this problem, and at the same time, provided a
mechanism to indicate binding by using these handles as argument fillers. As well as this works,
finding a more elegant approach would certainly be a worthwhile research direction.

8.2 Cognitive Plausibility

The results of Chapters 6 and 7 demonstrate that INSOMNet retains the cognitively valid behaviors
of connectionist models that have long appealed to researchers in psycholinguistics. The distributed
representations that INSOMNet develops to represent the semantic interpretation of a sentence help
the model remain robust to noise, both in the input sentence and added to its weights. These rep-
resentations also allow INSOMNet to maintain multiple interpretations of a sentence in parallel in
the face of ambiguity, as well as perform holistic transformations to nonmonotonically revise an
interpretation once disambiguating context is encountered. Together with semantic parsing, these
characteristics suggest that a natural extension of INSOMNet would as a basis for a spoken language
system. The ability of connectionist systems to seamlessly integrate multiple source of information
means that the system could be trained to incorporate prosodic and discourse information in the
course of sentence processing to generate more precise semantic interpretations than is possible
from the words in the sentence alone.

While the focus of this dissertation has been on scaling up a subsymbolic model of sentence
processing to realistic language without losing cognitive plausibility, further research is needed to
validate INSOMNet on particular psycholinguistic phenomena. In particular, the way that INSOM-
Net represents ambiguity should be grounded in empirical data, such as from experiments using
reading times or eye-tracking. Similarly, INSOMNet exhibits defaults and expectations, and se-
mantic priming, but these behaviors also need empirical support in order to have confidence that
INSOMNet will process language the way humans do.
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Chapter 9

Conclusion

In this dissertation, we presented a subsymbolic sentence processing model, INSOMNet, that is
able to parse real-world corpora of sentences into semantic representations. A crucial innovation
was to use self-organization to capture regularities in semantic encodings of MRS frames so that
INSOMNet could learn to reliably decode compressed representations of those frames back into
their components. This design choice was motivated by the need to represent MRS handles, which
serve as predicate labels and, consequently, can be treated as pointers that can fill the argument slots
of frames. By representing the handles as compressed frame patterns, INSOMNet was able to learn
to associate arguments with the semantic features of their fillers.

We demonstrated INSOMNet on two variants of MRS representations of sentences in the
Redwoods Treebank. The first variant was a subset of the full MRS sentence representation called
elementary semantic dependency graphs. This demonstration was provided as the closest possible
comparison between INSOMNet and a conditional log-linear model evaluated on the same dataset.
An important caveat, however, is that the statistical model is designed to rank parses licensed by the
ERG, whereas INSOMNet must learn the complete semantic representations themselves, as well
as indicate the parse preference by selecting just those frames belonging to an interpretation and
suppressing all others. The second variant was the full MRS encoding for the Redwoods Treebank
sentences to show that INSOMNet was able to handle their semantic complexity. In both cases,
the results showed that INSOMNet learned the semantic encodings, and generalized well to novel
sentences.

As a connectionist model, INSOMNet should retain those qualities that have made them
indispensable tools in psycholinguistics research, such as robustness to input errors and network
damage, coactivation of multiple interpretations, expectations and defaults, semantic priming, non-
monotonic interpretation revision, and incrementality.

To ensure that INSOMNet remained a robust system, we evaluated the model on the original
sentences from the VerbMobil project that had been annotated with dialogue transcriptions. These
sentences featured a variety of speech errors, including pauses, repairs, dysfluencies, and hesitations.

111



Nevertheless, INSOMNet was able to parse these sentences into their semantic interpretations nearly
as well as it could their cleaned-up counterparts in the Redwoods Treebank.

As a further evaluation of its robustness, we added varying amounts of Gaussian noise to the
network links to compare it on datasets from the scale-up study. As expected, the network showed
graceful degradation with increasing noise.

Finally, we trained and evaluated INSOMNet on the case-role assignment task using a vari-
ant of the McClelland and Kawamoto corpus to demonstrate the model’s cognitive plausibility. In
this study, we focused on the course of sentence processing rather than INSOMNet’s parsing ability.
The results showed that INSOMNet developed an interpretation of a sentence incrementally, which
it could nonmonotonically revise with context. The network was also able to maintain coactiva-
tion of ambiguous interpretations, and choose one interpretation or another on the basis of disam-
biguating context. In the course of developing a semantic interpretation, INSOMNet demonstrated
expectations and defaults, as well as semantic priming in accordance with its training experience.

These properties and its ability to scale up to realistic language make INSOMNet a promis-
ing foundation for understanding human sentence processing in the future.
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Appendix A

Semantic Representation

A.1 MRS Example Frameset

# okay i guess i need to meet with you for about two hour -s during the week .
| h0 discourserel CALHLIRHRI e0 h1 h2 e0 |
| h1 okay excl rel A0EX okay |
| h2 prpstn rel SA h3 |
| h3 guess arg14rel A0A1A4DMEV x0 h4 e0 |
| e0 CE DVASMOTN BOOL -ASP IND PRES |
| h4 prpstn rel SA h7 |
| h5 def rel BVDMRESC x0 h6 |
| h6 i pron rel IX x0 |
| h7 need arg14rel A0A1A4DMEV x0 h8 |
| h8 to hypo rel SA h12 |
| h12 meet arg1rel A0A1DMEV x0 e1 |
| h12 with independent rel A0A3DMEV e1 x1 |
| h12 for independent rel A0A3DMEV e1 x2 |
| h12 during abstr rel A0A3DMEV e1 x3 |
| x0 FRI DVGNPNPT - GEN 1SG STD1SG |
| e1 EVT DVASMOTN BOOL -ASP MOOD TNS |
| h13 def rel BVDMRESC x1 h14 |
| h14 you pron rel IX x1 |
| x1 FRI DVGNPNPT - GEN 2PER STD2 |
| h15 udef rel BVDMRESC x2 h18 |
| h18 hour hour rel A3DMIX x2 |
| h18 about degreerel DGDM d0 |
| h18 two constrel A0CVDM x2 two d0 |
| d0 DI DV BOOL |
| x2 -s FRI DVGNPNPT + GEN 3PL PRN |
| h19 the defexplicit rel BVDMRESC x3 h20 |
| h20 week nonday dm rel A3IX x3 |
| x3 FRI DVGNPNPT - NEU 3SG PRN |
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A.2 Semantic Annotations

A.2.1 Semantic Roles

Abbreviation Semantic Role Purpose
A0 ARG predicative/scopal argument
A1 ARG1 external argument
A2 ARG2 raising argument
A3 ARG3 patient argument
A4 ARG4 propositional argument
AP AM-PM am/pm
BV BV bound variable
CA C-ARG discource argument
CV CONSTVALUE constant value
CX C-INST comparative index
DG DARG degree argument
DM DIM dimension
EV EVENT basic predicative index
EX EXCL exclamation
F1 FACTOR1 first addend
F2 FACTOR2 second addend
G1 ARG-1 first comparative argument
G2 ARG-2 second comparative argument
HA HANDEL predicate label
HI HOUR-IND hour index
HR HOUR hour
HX HINST head of phrasal relation
IX INST basic nominal relation index
LH L-HANDEL discourse left branch handle
LI L-INDEX discourse left branch index
MD MINUTE-IND minute index
MI MIN minute
MN MAIN main clause
ND NAMED named entity
NX NHINST non-head of phrasal relation
PR PROP property
PS PRPSTN proposition
RE RESTR restriction
RH R-HANDEL discourse right branch handle
RI R-INDEX discourse right branch index
RL ROLE role for ellipsis construction
SA SOA state of affairs
SB SUBORD subordinate clause
SC SCOPE scope
SN SEASON season
T1 TERM1 first multiplicand
T2 TERM2 second multiplicand
TL TITLE title
YI YEAR-IND year index
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A.2.2 Subcategorization Frames

Abbreviation Role breakout
A0 ARG0
A0A1A2A3DMEV ARG0 ARG1 ARG2 ARG3 DIM EVENT
A0A1A2DMEV ARG0 ARG1 ARG2 DIM EVENT
A0A1A3A4DMEV ARG0 ARG1 ARG3 ARG4 DIM EVENT
A0A1A3DMEV ARG0 ARG1 ARG3 DIM EVENT
A0A1A4DMEV ARG0 ARG1 ARG4 DIM EVENT
A0A1DMEV ARG0 ARG1 DIM EVENT
A0A2A4DMEV ARG0 ARG2 ARG4 DIM EVENT
A0A3DGDM ARG0 ARG3 DEGREE DIM
A0A3DMEV ARG0 ARG3 DIM EVENT
A0A3DMEVIX ARG0 ARG3 DIM EVENT INST
A0A4DMEV ARG0 ARG4 DIM EVENT
A0CVDM ARG0 CONSTVALUE DIM
A0DM ARG0 DIM
A0DMEV ARG0 ARG3 DIM EVENT
A0DMEVRL ARG0 DIM EVENT ROLE
A0DMF1F2 ARG0 DIM FACTOR1 FACTOR2
A0DMT1T2 ARG0 DIM TERM1 TERM2
A0EX ARG0 EXCL
A3DMIX ARG3 DIM INST
A3IX ARG3 INST
A3IXND ARG3 INST NAMED
A3IXNDYI ARG3 INST NAMED-IND
A3IXSN ARG3 INST SEASON
A4IX ARG4 INST
APDMHRIXMI AM-PM DIM HOUR INST MIN
BVDMRESC BV DIM RESTR SCOPE
CALHLIRHRI C-ARG L-HANDEL L-INDEX R-HANDEL R-INDEX
DGDM DARG DIM
DMHDIXMI DIM HOUR-IND INST MINUTE-IND
DMIX DIM INST
DV DIVISIBLE
DVASMOTN DIVISIBLE ASPECT MOOD TENSE
DVGNPNPT DIVISIBLE GEN PN PRONTYPE
EVPRPS EVENT PROP PRPSTN
G1G2CXDGDM ARG-1 ARG-2 C-INST DARG DIM
HXNX HINST NHINST
IX INST
IXND INST NAMED
IXTL INST TITLE
MNSB MAIN SUBORD
SA SOA

A.2.3 Semantic Feature Types

Abbreviation Semantic Feature Type
FRI full referential index
RI referential index
DI degree index
CI conjunctive index
CRI conjunctive referential index
CFRI conjunctive full referential index
E|I event or referential index
EVT event feature structure
CE conjunctive event feature structure
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A.2.4 Semantic Features
Abbreviation Semantic Feature Meaning
+ + positive boolean
GEN GENDER gender
!-1SG STRICT NON13SG strictly non-singular
PRN PRONTYPE generic pronoun type
BOOL BOOL boolean
3PL 3PL third person plural
!-PRF STRICT NONPRF strictly non-perfective
IND INDICATIVE indicative mood
PRES PRESENT present tense
- - negative boolean
1SG 1SG first person singular
STD1SG STD 1SG stardard first singular
2PER 2PER second person number
STD2 STD 2 standard second person
-ASP NO ASPECT non-aspectual
FUT FUTURE future tense
3SG 3SG third person singular
!2PER STRICT 2PER strictly second person
NEU NEUT neuter gender
!BOOL STRICT BOOL strictly boolean
+&- + AND - both positive and negative boolean
1PL 1PL first person plural
STD1PL STD 1PL standard first plural
MOOD MOOD generic mood
TNS TENSE generic tense
PRG PROGR progressive tense
PERNUM PERNUM person and number
0PN ZERO-PRON null pronoun
IND|MODSBJ IND OR MOD SUBJ indicative or modal subjunctive mood
STD3 STD 3 standard third person
MODSBJ MOD SUBJ modal subjunctive
ANDR ANDRO grammatical masculine gender
ASP ASPECT generic aspect
IND+MODSBJ IND+MODSUBJ indicative and modal-subjunctive mood
-PRF NONPRF non-perfective aspect
-PRG+-PRF NONPRG+NONPRF non-progressive and non-perfective
PRES+FUT PRES+FUT present and future tense
PAST PAST simple past tense
PRF PERF perfective aspect
-1SG NON1SG not first singular
RECP RECIP reciprocal pronoun
STDPN STD PRON standard pronoun
-TNS NO TENSE non-tensed
G918 GLBTYPE918 global type
-ASP+PRG NOASP+PROGR non-aspectual and progressive
3PLSG 3PL AND 3SG third person plural and singular
!-3SG STRICT NON3SG strictly non-third singular
PRG+PRF PROGR+PERF progressive and perfective
PAST+FUT PAST+FUTURE past and future
FEM FEM feminine gender
!IND |MODSBJ STRICT IND OR MOD SUBJ strictly indicative or modal subjunctive mood
SBJ SUBJ subjunctive mood
MASC MASC masculine gender
2SG 2SG second person singular
REFL REFL reflexive pronoun
PRES+PAST PRES+PAST present and past tense

A.3 Raw Data

lkb(): 1 tree for item # 1.

6 (86); derivation:

(4903 adjh_s 0 0 16 (9 okay_root 0 0 1 ("okay" 0 1))

(4902 subjh 0 1 16 (12 i 0 1 2 ("I" 1 2)) (4898 hcomp 0 2 16

(32 non_third_sg_fin_verb_infl_rule 0 2 3 (32 guess_v2 0 2 3
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("guess" 2 3))) (4893 subjh 0 3 16 (36 i 0 3 4 ("I" 3 4))

(4884 hcomp 0 4 16 (54 non_third_sg_fin_verb_infl_rule 0 4 5

(54 need_v2 0 4 5 ("need" 4 5))) (4875 hcomp 0 5 16

(73 to_c_prop 0 5 6 ("to" 5 6)) (4856 hadj_i_uns 0 6 16

(3790 hadj_i_uns 0 6 13 (438 hadj_i_uns 0 6 9

(138 bse_verb_infl_rule 0 6 7 (138 meet_v1 0 6 7 ("meet" 6 7)))

(285 hcomp 0 7 9 (240 with_p 0 7 8 ("with" 7 8)) (284 you 0 8 9

("you" 8 9)))) (3701 hcomp 0 9 13 (504 for 0 9 10 ("for" 9 10))

(3595 bare_np 0 10 13 (3594 adjn_i 0 10 13 (1560 hspec 0 10 12

(578 about_deg 0 10 11 ("about" 10 11)) (581 two 0 11 12

("two" 11 12))) (3592 noptcomp 0 12 13

(3589 plur_noun_infl_rule 0 12 13 (3589 hour_n1 0 12 13

("hours" 12 13)))))))) (4306 hcomp 0 13 16 (4195 during 0 13 14

("during" 13 14)) (4305 hspec 0 14 16 (4299 the 0 14 15

("the" 14 15)) (4304 noptcomp 0 15 16

(4301 sing_noun_infl_rule 0 15 16 (4301 week1 0 15 16

("week" 15 16)))))))))))))

6 (86); MRS string:

[

INDEX: e1 [ CONJ_EVENT

DIVISIBLE: BOOL

E.TENSE: PRESENT*

E.ASPECT: NO_ASPECT*

E.MOOD: INDICATIVE* ]

LISZT: <

[ excl_rel

HANDEL: h2

ARG: v3

EXCL: "OKAY" ]

[ discourse_rel

HANDEL: h4

C-ARG: e1

L-HANDEL: h2

L-INDEX: v6 [ NON_EXPL

DIVISIBLE: BOOL ]

R-HANDEL: h5

R-INDEX: e1 ]

[ pron_rel

HANDEL: h7

INST: x8 [ FULL_REF-IND

DIVISIBLE: -

PRONTYPE: STD_1SG

PNG.PN: 1SG

PNG.GEN: GENDER ] ]

[ def_rel

HANDEL: h9
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BV: x8

RESTR: h10

SCOPE: h11

DIM: v12 [ NON_EXPL-IND

DIVISIBLE: BOOL ] ]

[ _guess_h_rel

HANDEL: h13

EVENT: e1

ARG: v15

ARG1: x8

ARG4: h14

DIM: v16 [ NON_EXPL-IND

DIVISIBLE: BOOL ] ]

[ pron_rel

HANDEL: h17

INST: x18 [ FULL_REF-IND

DIVISIBLE: -*

PRONTYPE: STD_1SG

PNG.PN: 1SG

PNG.GEN: GENDER ] ]

[ def_rel

HANDEL: h19

BV: x18

RESTR: h20

SCOPE: h21

DIM: v22 [ NON_EXPL-IND

DIVISIBLE: BOOL ] ]

[ _need2_rel

HANDEL: h23

EVENT: e24 [ EVENT

DIVISIBLE: BOOL

E.TENSE: PRESENT*

E.ASPECT: NO_ASPECT*

E.MOOD: INDICATIVE ]

ARG: v26

ARG1: x18

ARG4: h25

DIM: v27 [ NON_EXPL-IND

DIVISIBLE: BOOL ] ]

[ hypo_rel

HANDEL: h25

SOA: h28 ]

[ _meet_v_rel

HANDEL: h29

EVENT: e32 [ EVENT

DIVISIBLE: BOOL

E.TENSE: TENSE
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E.ASPECT: NO_ASPECT*

E.MOOD: MOOD ]

ARG: v30

ARG1: x18

DIM: v31 [ NON_EXPL-IND

DIVISIBLE: BOOL ] ]

[ _with_rel

HANDEL: h29

EVENT: e33 [ EVENT

DIVISIBLE: BOOL

E.TENSE: NO_TENSE

E.ASPECT: ASPECT

E.MOOD: MOOD ]

ARG: e32

ARG3: x35 [ FULL_REF-IND

DIVISIBLE: -*

PRONTYPE: STD_2

PNG.PN: 2PER

PNG.GEN: GENDER ]

DIM: v34 [ NON_EXPL-IND

DIVISIBLE: BOOL ] ]

[ pron_rel

HANDEL: h36

INST: x35 ]

[ def_rel

HANDEL: h37

BV: x35

RESTR: h38

SCOPE: h39

DIM: v40 [ NON_EXPL-IND

DIVISIBLE: BOOL ] ]

[ _for_rel

HANDEL: h29

EVENT: e41 [ EVENT

DIVISIBLE: BOOL

E.TENSE: NO_TENSE

E.ASPECT: ASPECT

E.MOOD: MOOD ]

ARG: e32

ARG3: x43 [ FULL_REF-IND

DIVISIBLE: +

PNG.PN: 3PL

PNG.GEN: GENDER

PRONTYPE: PRONTYPE ]

DIM: v42 [ NON_EXPL-IND

DIVISIBLE: BOOL ] ]

[ _about_approx_rel
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HANDEL: h44

DARG: d45 [ DEG-IND

DIVISIBLE: BOOL ]

DIM: v46 [ NON_EXPL-IND

DIVISIBLE: BOOL ] ]

[ card_rel

HANDEL: h44

ARG: x43

CONST_VALUE: "2"

DIM: d45 ]

[ _hour_rel

HANDEL: h44

INST: x43

ARG3: v48 [ NON_EXPL

DIVISIBLE: BOOL ]

DIM: v47 [ NON_EXPL-IND

DIVISIBLE: BOOL ] ]

[ udef_rel

HANDEL: h49

BV: x43

RESTR: h50

SCOPE: h52

DIM: v51 [ NON_EXPL-IND

DIVISIBLE: BOOL ] ]

[ _during_rel

HANDEL: h29

EVENT: e53 [ EVENT

DIVISIBLE: BOOL

E.TENSE: NO_TENSE

E.ASPECT: ASPECT

E.MOOD: MOOD ]

ARG: e32

ARG3: x55 [ FULL_REF-IND

DIVISIBLE: -*

PRONTYPE: PRONTYPE

PNG.PN: 3SG*

PNG.GEN: NEUT* ]

DIM: v54 [ NON_EXPL-IND

DIVISIBLE: BOOL ] ]

[ _def_rel

HANDEL: h56

BV: x55

RESTR: h58

SCOPE: h57

DIM: v59 [ NON_EXPL-IND

DIVISIBLE: BOOL ] ]

[ _week_rel

120



HANDEL: h60

INST: x55

ARG3: v61 [ NON_EXPL

DIVISIBLE: BOOL ] ]

[ prpstn_rel

HANDEL: h14

SOA: h62 ]

[ prpstn_rel

HANDEL: h5

SOA: h63 ] >

HCONS: < h10 QEQ h7

h20 QEQ h17

h28 QEQ h29

h38 QEQ h36

h50 QEQ h44

h58 QEQ h60

h62 QEQ h23

h63 QEQ h13 > ]

HCONSoutscope list is used to find immediately dominating frames.
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