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Most optimization algorithms must undergo time consuming parameter tuning in order to solve complex, real-world control tasks. Parameter tuning is inherently a bilevel optimization problem: The lower level objective function is the performance of the control parameters discovered by an optimization algorithm and the upper level objective function is the performance of the algorithm given its parameterization. In the first part of this thesis, a new bilevel optimization method called \textit{MetaEvolutionary Algorithm} (MEA) is developed to discover optimal parameters for neuroevolution to solve control problems. In two challenging benchmarks, double pole balancing and helicopter hovering, MEA discovers parameters that result in better performance than hand tuning and other automatic methods. In the second part, MEA tunes an adaptive genetic algorithm (AGA) that uses the state of the population every generation to adjust parameters on the fly. Promising experimental results are shown for standard blackbox benchmark functions. Thus, bilevel
optimization in general and MEA in particular are promising approaches for solving difficult optimization tasks.
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1.1 Overview of neuroevolution, an evolutionary policy search method for solving control/reinforcement learning problems. In NE, a GA is used to evolve the weights of a neural network controller that interacts with the environment to perform some task.

3.1 Overview of MEA ($O_u$) and how it is used for parameter tuning of NE ($O_l$). The population in $O_u$ consists of individuals that represent various possible $p_u$ for $O_l$. To determine $F_u(p_u)$, i.e. the fitness of an upper level individual, $O_l(p_u)$ is run repeatedly $q$ times. During each run, $O_l$ terminates once a fixed number of evaluations $f_{\text{max}}$ is reached. $F_u(p_u)$ is then set as the average fitness of the best solutions returned by all the runs of $O_l$. The individuals in $O_l$ consist of weights for a neural network and the network is used as the policy for the control task. The network takes as input the state vector of the system being controlled and outputs an action vector that updates the state of the system for the next time step. This process repeats until a termination criterion of the control simulation is met and a fitness value $F_l(p_l)$, measuring performance in the control task, is then assigned to the lower level individual $p_l$.

4.1 The double pole balancing task. The system consists of two vertical poles with different lengths that are attached to a movable cart with one degree of freedom. The goal is to apply a force to the cart at regular time intervals to ensure that both poles remain upright and that the cart remains within fixed distance of its starting position. The six state variables of the system are the angular position and velocities of the poles, as well as the position and velocity of the cart. The fitness of the controller ($F_l$) is $t_s$, the number of time steps it can prevent either pole from falling over or the cart from straying too far away. A pole balancing episode/evaluation is terminated when $t_s = 100,000$ or when failure occurs. Double pole balancing is a good benchmark problem due to its adjustable difficulty and similarity to many other control tasks.
4.2 The fitness of the best upper level individual $p_u$ over the number of lower level evaluations $F_l$. Each plot is an average over 150 $O_u$ runs, where the best individual in the population each generation is retested with another independent set of 30 evaluations. Vertical bars show standard error while black lines at top of plot indicate regions where differences between MEA and SMEA are statistically significant ($p$-value < 0.05). MEA overtakes SMEA in performance after 500,000 evaluations.

4.3 The fitness of the best $p_u$ over the number of evaluations of $F_l$ for different values of $q$ with MEA. The data is gathered in the same manner as Fig. 4.2. Lower values of $q$ result in better performance, suggesting that MEA is surprisingly robust against evaluation noise.

4.4 Similar plot as Fig. 4.2, but with PNE$_{15}$ as $O_l$. Both MEA and SMEA perform better than BAPTM by a wide margin. MEA begins to overtake SMEA in performance after roughly six million lower level evaluations.

4.5 Cumulative histogram of success rate of PNE, PNE$_5$, and PNE$_{15}$ over the number of evaluations of $F_l$, with success defined as balancing the poles for $t_s$ time steps. Results are from 200 independent runs of each $O_l$. All runs solved the task in significantly less time than $f_{\max} = 40,000$ evaluations. PNE$_{15}$ is 1.5 times faster than PNE$_5$, and six times faster than PNE.

4.6 The helicopter hovering task. The goal is to steer a simulated helicopter to remain as close as possible to a fixed point in 3D space. There are 12 state variables that describe the helicopter’s position, rotation, linear/angular velocities and four continuous action variables which determine the pitch of the aileron, elevator, rudder, and main rotor. The system takes into account a constant wind velocity (chosen from 10 preset velocities) and sensor noise. The simulation lasts for 60,000 time steps and $F_l(p_l) = 1/\log(X)$ where $X$ is the sum of (1) the cumulative deviation error of the helicopter from its starting position and (2) a additional large penalty if the helicopter exceeds certain bounds on its position and crashes. This task shows that MEA is effective on control problems which are significantly more complex than pole balancing.

4.7 Similar plot as Fig. 4.2, but with HNE$_8$ as $O_l$. The upper level optimization algorithm $O_u$ is run with each of the 10 wind velocities 15 times, for a total of 150 runs. Because the helicopter simulation is more computationally complex, data is only collected after every fourth generation. Both MEA and SMEA perform better than BAPTM by a wide margin. MEA begins to overtake SMEA in performance after roughly four million lower level evaluations.
4.8 The fitness of the best individual over the number of evaluations of $F_l$ by HNE and HNE$_8$. Results are averaged over 500 runs, with 50 runs for each of the 10 wind velocities. HNE$_8$ both learns faster and achieves higher peak fitness than HNE.

4.9 Comparison of the performance of the adaptive (blue line) and static (green line) GA as $O_l$ and with (a) Dejong F5, (b) Schaffer F6, (c) Schaffer F7, (d) Rosenbrock, (e) Rastrigin, and (f) Schwefel as $F_l$. AGA shows noticeable improvement in performance over the static version.

4.10 Visualization of how AGA changes the mutation amount (odd columns) and crossover rate (even columns) for (a) Dejong F5, (b) Schaffer F6, (c) Schaffer F7, (d) Rosenbrock, (e) Rastrigin, and (f) Schwefel as $F_l$. The x-axis shows the number of generations elapsed while the y-axis shows the magnitude of the adaptive parameters. Shaded error regions shows the standard deviation. For all six functions, there is a clear trend where the mutation amount decreases over time. There is no evident pattern for crossover rate.

7.1 The topology of the neural network used in the double pole-balancing task. The inputs are position and velocity of the cart $(X, \dot{X})$, and the angles and angular velocities of the two poles $(\theta_1, \dot{\theta}_1, \theta_2, \dot{\theta}_2)$. The output is an action moving the cart left or right.

7.2 The topology of the neural network used in the helicopter hovering task. Input variables $x, y, z$ represent the position of the helicopter, $u, v, w$ represent linear velocity, and $\phi, \theta, \omega$ represent the angular velocity of the helicopter. The rotation of the helicopter (roll, pitch, yaw) is not utilized. The output of the network are the aileron pitch (a1), elevator pitch (a2), rudder pitch (a3), and main rotor collective pitch (a4).
Chapter 1

Introduction

There are many problem domains where traditional optimization algorithms such as gradient descent are insufficient. Evolutionary algorithms (EAs) are a promising approach for solving such problems but their performance are highly dependent on having the right parameters. This chapter will examine such problem domains, EAs, and methods for automatic parameter tuning of EAs.

1.1 Problem Domain

For many traditional control tasks that involve few state variables, classical approaches such as PID controllers are sufficient [4]. However, many modern control problems involve a large number of state of variables that interact in a nonlinear manner, making it difficult to apply classical methods to them [21]. A common way to solve such problems is to pose the control task as a reinforcement learning (RL) problem where the goal is to find an optimal policy function that maps states to actions [7]. Given the state of the system as input, an optimal policy outputs a control action that maximizes the performance of the system with respect to some reward criteria.
Traditional RL methods are based on tabular representations and dynamic programming; it is difficult to extend these methods to large, partially observable continuous state spaces in many modern control problems. Recently, much progress has been made in using policy search methods to solve such control tasks [5, 6, 27]. Instead of trying to compute a Q-value for each possible combination of state and action, the policy function is parametrized as a fixed set of parameters $p$ and optimization algorithms are used to find $\arg\max_p E(\pi(p))$, where $E(\pi)$ is the expected reward obtained by following the policy $\pi$. For many control problems, the fitness landscape described by $E(\pi)$ is non-convex and sometimes even non-differentiable, which means gradient descent is intractable and heuristic based approaches such as EAs must be used instead [18, 23].

1.2 Neuroevolution

This thesis builds on a particular approach called neuroevolution (NE) [17, 30, 45] that combines EAs and neural networks to search for an optimal policy. In NE, the policy is encoded by a neural network controller where the input is the observation vector and the output is an action vector. Neural networks can approximate arbitrary functions smoothly and are suitable for parameterizing a control policy. As shown by Fig. 1.1, NE uses a genetic algorithm (GA; a particular type of EA) to tune the weights of the neural network. A blackbox optimization algorithm, the GA uses evolutionary operators inspired by biological evolution to iteratively improve upon a popu-
Figure 1.1: Overview of neuroevolution, an evolutionary policy search method for solving control/reinforcement learning problems. In NE, a GA is used to evolve the weights of a neural network controller that interacts with the environment to perform some task.

Evolution of candidate solution vectors (also known as individuals) towards some fitness/objective function. These operators are divided into three main types:

1. Selection operator: A method for randomly choosing high fitness individuals from the population with high probability.


3. Crossover operator: A method for creating a new individual by randomly combining elements from two separate individuals.

An overview of steps involved in a typical GA is given by Alg. 1. When the GA is used in context of NE, each individual encodes a possible configuration for the weights of the neural network. The fitness of an individual is
the performance of the associated neural network controller on some control or reinforcement learning task. NE has been demonstrated to perform well in many complex control problems, such as finless rocket stabilization, race-car driving, bipedal walking, and helicopter hovering [2, 20, 28, 42].

**Algorithm 1: Genetic Algorithm**

1. Initialize population with $K$ random individuals.
2. Evaluate fitness of all individuals in population on some fitness/objective function.
3. Select high fitness individuals $I_h$ from population.
4. Create $X$ new individuals $I_n$ from $I_h$ through application of mutation and crossover.
5. Replace $X$ low fitness individuals $I_l$ with $I_n$.
6. Repeat from Step 2 until a termination criterion is reached.

### 1.3 Bilevel Optimization

One major issue with EAs is that their performance is highly sensitive to the parameters used. Even more so than gradient based optimization algorithms, incorrectly set parameters not only make EAs run slowly but make it difficult for them to converge onto the optimal solution. A commonly used and yet vastly inefficient parameter tuning method is grid search [31], where the parameter space is discretized and all possible combinations of parameters are exhaustively evaluated. The computational complexity of grid search increases exponentially with the dimensionality of the parameters. It becomes computationally intractable once the number of parameters exceeds three or four.
This problem with grid search can be avoided by framing parameter tuning as a bilevel optimization problem [37]. Formally, a bilevel problem has two levels: an upper level optimization task with parameters $p_u$ and objective function $F_u$, and a lower level optimization task with parameters $p_l$ and objective function $F_l$. The goal is to find a $p_u$ that allows $p_l$ to be optimally solved:

$$\maximize_{p_u} F_u(p_u) = E[F_l(p_l) | p_u]$$
$$\text{subject to } p_l = O_l(p_u),$$

(1.1)

where $E[F_l(p_l) | p_u]$ is the expected performance of the lower level solution $p_l$ obtained by lower level optimization algorithm $O_l$ with $p_u$ as its parameters. The maximization is done by a separate upper level optimization algorithm $O_u$.

In the first part of the thesis, $O_u$ is the proposed MEA, $p_u$ are the parameters for NE, $O_l$ is NE, $p_l$ are the weights of the neural network, and $F_l$ measures performance in two simulated and separate control tasks: double pole balancing and helicopter hovering. As will be shown, the right heuristics for $O_u$ allow optimal parameters for $O_l$ to be found much faster than with grid search. Specifically, MEA makes use of fitness approximation to reduce the number of $F_u$ evaluations by $O_u$.

The second part of the thesis is based on an observation that GAs often perform better on some fitness functions or optimization problems when parameters such as mutation rate or crossover rate are allowed to vary based
on the current state of the population [39, 41]. Most adaptive GAs use fixed heuristics for changing parameters, but MEA can be used to evolve an $O_l$ that optimally adapts certain elements of $p_u$ during the optimization of $F_l$. In particular, MEA will be used to tune the weights of a neural network controller so that it takes the state of the population as input and outputs the optimal parameters for $O_l$ for that generation.

### 1.4 Overview and Organization of Thesis

The thesis makes the following new contributions:

1. Casting parameter tuning for neuroevolution as a bilevel optimization problem.

2. Presenting an efficient upper level algorithm $O_u$ that achieves best results to date on two real-world control tasks.

3. Showing that a more complex parameterization of $O_l$ can increase its potential performance.

4. Showing that an adaptive $O_l$ can exceed the performance of static $O_l$ on a set of blackbox benchmark problems.

The rest of the thesis is organized as follows: Related work on parameter tuning and adaptive GAs is first summarized. The MEA algorithm and its use in evolving an adaptive $O_l$ are described in detail. MEA is evaluated
in the double pole balancing and helicopter hovering tasks, comparing its performance to other hand-designed and automatic parameter tuning methods. An adaptive and static $O_l$ (both tuned by MEA) are compared using standard benchmark functions for evaluating the performance of blackbox optimization algorithms.
Chapter 2

Related Work

Automatic parameter tuning is a widely studied problem. A survey and systematic categorization of current existing techniques is provided by Eiben and Smit [15]. Many conventional methods for parameter tuning are fundamentally based on the grid search approach (evaluating all possible parameter configurations) with additional heuristics to reduce computational complexity by a constant factor [1, 31]. Examples include racing algorithms that try to prune out bad parameters aggressively [9]. However, such approaches quickly become intractable as the number of parameters increases beyond three or four.

Modern algorithms for parameter tuning focus on searching through the space of parameter configurations intelligently. One such example is ParamILS [25], which combines hill climbing with restart heuristics. Recently, metaevolutionary algorithms have been developed for the parameter tuning problem as well [3, 13, 22, 32]. In metaevolution, the upper level algorithm $O_u$ is an EA and the objective function of $O_u$ is the performance of $O_l$, another EA that solves the target problem. Although more efficient than brute-force search, metaevolution is inherently a nested procedure and still computationally com-
plex. To address this issue, in a method called GGA [3], the upper level population is divided into two genders and only a subset of the population every generation is evaluated. Furthermore, because EA’s are stochastic, it is only possible to estimate the performance of $O_t$ by averaging results from multiple runs. Diosan and Oltean [13] attempted to alleviate this problem by not optimizing $p_u$ but instead optimizing the order in which genetic operators such as mutation and crossover are applied to the population.

Metaevolutionary algorithms are closely related to but distinct from self-adaptive EAs [29]. The main difference is that metaevolution attempts to find optimal parameters in an offline environment whereas self-adaptive EAs do so online. Self-adaptive EAs thus can change their parameters dynamically based on the state of the population [29]. On the other hand, they run slower than EAs with static, tuned parameters.

There are a variety of diverse approaches for creating an adaptive GA. In one approach [39], the authors propose setting a unique mutation and crossover rate for each individual based on its fitness in relation with the fitnesses of the rest of the population. Another paper [14] describes how an adaptive GA can be learned by framing it as a classic reinforcement learning problem. Q-learning is then used to discover a policy that maps the state of the population to the optimal values for parameters such as population size, mutation and crossover rate.

Most current research into metaevolutionary algorithms focuses on fitness function approximation to reduce computational complexity [32, 37]. The
fitness function of the upper level, $F_u(p_u)$, is not always determined by running $O_l(p_u)$, but is sometimes estimated using a regression model. Numerous models have been proposed, including both parametric and nonparametric ones [24, 26, 33, 34]. BAPT, the most recent such algorithm [37], uses a localized quadratic approximation model and achieves good results on classic test problems. However, BAPT has not been tested on real-world problems and in problems with more than three parameters in $p_u$. Such more challenging problems are the focus of this thesis.
Chapter 3
Algorithm Description

This chapter examines some of the limitations encountered with an existing metaevolutionary algorithm such as BAPT and how MEA is able to overcome these limitations. An adaptive GA that can be evolved with MEA is also described.

3.1 MEA: A metaevolutionary algorithm for bilevel optimization

*MetaEvolutionary Algorithm* (MEA) is fundamentally a real valued genetic algorithm [11]. It is a type of EA that uses genetic operators such as selection, mutation, crossover, and replacement to improve the overall fitness of a population of solutions, represented by vectors of real numbers, iteratively over generations. MEA serves as the upper level algorithm $O_u$ while a GA that evolves an encoding of the weights of a neural network (NE) serves as the lower level algorithm $O_l$. The roles of both MEA and NE within the bilevel optimization framework are described in detail by Fig. 3.1. A step by step summary of MEA is given by Alg. 2.

In BAPT [37], $F_u(p_u)$ is sometimes approximated using a regression
Algorithm 2: MEA

1. Randomly initialize a population of $K$ individuals. Set $F_u(p_u)$ of individuals to actual fitness from evaluating $O_l(p_u)$. Add them to archive $Z$, and fit regression model $R$ to $Z$.
2. Create $X$ new individuals via tournament selection, uniform crossover, and uniform Gaussian mutation.
3. Sort population by fitness, and replace $X$ worst individuals in population with the new individuals.
4. Set $F_u(p_u)$ of new individuals to approximate fitness predicted by $R$.
5. Sort population by fitness again. Set $F_u(p_u)$ of top $Y$ individuals to actual fitness from evaluating $O_l(p_u)$. Add them to $Z$, and fit $R$ to $Z$.
6. Repeat from Step 2 until the total number of lower level evaluations by $O_l$ exceeds $t_{\text{max}}$. Return best individual in population.

Model in order to reduce the number of times $O_l(p_u)$ is called. However, BAPT’s model assumes that the fitness landscape can be described by a quadratic function; it also requires a large number of data points to avoid overfitting. In contrast, MEA uses a regression model based on randomized decision trees, also known as Random Forests [10]. Random Forests are used for two main reasons: (1) They are nonparametric and make no prior assumptions regarding the shape of $F_u(p_u)$. (2) Random Forests are robust to overfitting [35]. Furthermore, in preliminary experiments, Random Forests gave more accurate approximations, especially when the number of data points is small.

There are two undesirable side effects of fitness approximation: (1) The approximate fitness estimated by the regression model is noisy and (2) as the
dimensionality of $p_u$ increases, the archive $Z$ and population $K$ must increase to avoid overfitting. For example in BAPT, which uses regression model $R$ to fit $p_u$ directly, $K$ must increase quadratically with the dimension of $p_u$ [37], which makes it difficult to scale up the approach.

To deal with issue (1), Step 5 is included in MEA to ensure that the actual fitness of promising but approximately evaluated individuals is always known. In addition, MEA deals with issue (2) by replacing $p_u$ with performance metrics that remain fixed in dimensionality. The lower level fitness function, $O_l(p_u)$, is run for roughly $\frac{f_{\text{max}}}{\alpha}$ ($\alpha > 1$) evaluations and the following six metrics $m_u$ regarding the population of $O_l$ are collected: (1) best fitness, (2) average fitness, (3) fitness standard deviation, (4) population diversity, (5) increase in average fitness over last 10 generations and (6) exact number of function evaluations, which can vary depending on $K$. Finally, $R$ is fitted using the $m_u$ and actual fitness of individuals in $Z$, averaged over $q$ runs. The metrics $m_u$ can be used to predict the performance of $O_l(p_u)$ since there is usually strong correlation between an algorithm’s initial and final performance. Because the size of $m_u$ is independent of $p_u$, MEA has no problems dealing with high-dimensional $p_u$.

As an additional way of smoothing noise, if an upper level individual remains in the population for multiple generations, its fitness is averaged over multiple evaluations. Constraints for $p_u$ are enforced by clipping them to the desired minimum and maximum values after mutation is performed. The archive $Z$ has a maximum size to limit the computational costs of fitting
and when it is full, the newly added individuals replace the oldest ones. MEA terminates automatically when the total number of lower level fitness evaluations by $O_l$ exceeds $t_{max}$ and returns the $p_u$ with highest fitness. If there is a tie, the individual that remained longest in the population is returned.

### 3.2 Evolving an Adaptive Genetic Algorithm with MEA

In NE, the GA that evolves the neural network is static; the parameters of the GA do not change between generations during a run. An adaptive GA (AGA) that is tunable with MEA can be created by modifying a static GA as follows:

At the beginning of each generation, four metrics regarding the population are collected: (1) best fitness in population, (2) mean fitness in population, (3) standard deviation of population fitnesses, and (4) growth in mean fitness over the past five generations. A feedforward neural network (also evolved, but unrelated to controller being evolved in $F_l$) with four input units, three hidden units, two output units, and sigmoid activation functions is then activated using the metrics as input. The outputs of the network are used to set the mutation amount and crossover rate of AGA for that generation. By setting AGA as the lower level $O_l$ in MEA, the weights of the parameter setting neural network can be evolved simultaneously with the remaining static parameters (population size, replacement rate, etc). A step by step overview of AGA is given by Algorithm 3.

One issue with using neural networks is that the input must be in a
Algorithm 3: AGA

1. Initialize population with $K$ random individuals.
2. Evaluate fitness of all individuals in population on some fitness/objective function.
3. Collect metrics regarding state of the population.
4. Feed metrics as input to neural network and use output of neural network to set mutation amount and crossover rate.
5. Select high fitness individuals $I_h$ from population.
6. Create $X$ new individuals $I_n$ from $I_h$ through application of mutation and crossover.
7. Replace $X$ low fitness individuals $I_l$ with $I_n$.
8. Repeat from Step 2 until a termination criterion is reached.

reasonable range to avoid saturation of the neurons. This problem is addressed in AGA by log-scaling the fitnesses of all individuals in the population and subtracting a bias term equal to the minimum fitness in population to avoid negative fitness values.

In the next chapter, the performance of MEA will be evaluated on a diverse variety of test problems, including complex real-world control tasks and a set of blackbox benchmark functions.
Figure 3.1: Overview of MEA ($O_u$) and how it is used for parameter tuning of NE ($O_l$). The population in $O_u$ consists of individuals that represent various possible $p_u$ for $O_l$. To determine $F_u(p_u)$, i.e. the fitness of an upper level individual, $O_l(p_u)$ is run repeatedly $q$ times. During each run, $O_l$ terminates once a fixed number of evaluations $f_{\text{max}}$ is reached. $F_u(p_u)$ is then set as the average fitness of the best solutions returned by all the runs of $O_l$. The individuals in $O_l$ consist of weights for a neural network and the network is used as the policy for the control task. The network takes as input the state vector of the system being controlled and outputs an action vector that updates the state of the system for the next time step. This process repeats until a termination criterion of the control simulation is met and a fitness value $F_l(p_l)$, measuring performance in the control task, is then assigned to the lower level individual $p_l$. 
Chapter 4
Experimental Results

4.1 Experiment Setup

In order to evaluate the performance of MEA, it is compared against two other EAs designed for parameter tuning on two real-world control tasks. The first one is SMEA, a simplified version of MEA that does not perform any fitness function approximation. Thus, instead of performing Steps 4 and 5, the actual fitness of every individual in the population is evaluated before proceeding to the next generation. The second EA is a version of BAPT designed for comparison with MEA and thus named BAPTM; it has the same localized quadratic approximation scheme as BAPT but uses MEA’s uniform crossover in place of PCX crossover [36]. Uniform crossover is a commonly used operator that is shown to be effective in many domains [38, 40], including preliminary experiments in double pole balancing and helicopter hovering. For all experiments except where indicated, these are the parameters that MEA uses: the maximum size of $Z$ is set to $100K$, $K = 20$, $X = K/2$, $Y = K/2$ and $\alpha = 4$. Because of an elitist replacement scheme and constraints on $p_u$, a high mutation rate of 0.5 can be utilized, along with a crossover rate of 0.5. As mentioned in the introduction, NE is utilized as the lower level $O_l$ since it is well suited for finding robust, efficient solutions to difficult control problems.
Figure 4.1: The double pole balancing task. The system consists of two vertical poles with different lengths that are attached to a movable cart with one degree of freedom. The goal is to apply a force to the cart at regular time intervals to ensure that both poles remain upright and that the cart remains within fixed distance of its starting position. The six state variables of the system are the angular position and velocities of the poles, as well as the position and velocity of the cart. The fitness of the controller ($F_i$) is $t_s$, the number of time steps it can prevent either pole from falling over or the cart from straying too far away. A pole balancing episode/evaluation is terminated when $t_s = 100,000$ or when failure occurs. Double pole balancing is a good benchmark problem due to its adjustable difficulty and similarity to many other control tasks.

[2, 20, 28, 42].

4.2 MEA in Double Pole Balancing

Pole balancing, or inverted pendulum, has long been a standard benchmark for control algorithms [7, 8, 18, 44]. It is easy to describe and is a surrogate for other real-world control problems such as finless rocket stabilization. While the original version with a single pole is too easy for modern methods, the double-pole version can be made arbitrarily hard, and thus serves as a good first benchmark for bilevel optimization. A summary of the double
Figure 4.2: The fitness of the best upper level individual $p_u$ over the number of lower level evaluations $F_l$. Each plot is an average over 150 $O_u$ runs, where the best individual in the population each generation is retested with another independent set of 30 evaluations. Vertical bars show standard error while black lines at top of plot indicate regions where differences between MEA and SMEA are statistically significant (p-value < 0.05). MEA overtakes SMEA in performance after 500,000 evaluations.

For $O_i$, a conventional NE algorithm common in the literature [19] is used and the label PNE refers to this NE with hand-designed parameters. The evolved genotype is a concatenation of real-valued weights of a feedforward neural network (with six hidden units) and PNE performs one-point crossover and uniform mutation. In the first experiment (PNE$_5$), $p_u$ evolves six of its parameters; in the second (PNE$_{15}$), 15. The details of these parameters are
Figure 4.3: The fitness of the best $p_u$ over the number of evaluations of $F_i$ for different values of $q$ with MEA. The data is gathered in the same manner as Fig. 4.2. Lower values of $q$ result in better performance, suggesting that MEA is surprisingly robust against evaluation noise.

given in the Appendix.

For PNE$_5$, the following parameters are set for each $O_u$: $q = 1$, $f_{\text{max}} = 2,000$, and $t_{\text{max}} = 5,000,000$. $K = 26$ is used for BAPT$\text{M}$ as the minimum population size required for optimizing the six parameters of $p_u$ [37]. In Fig. 4.2, the performance of all three $O_u$ with PNE$_5$ as $O_l$ are compared. MEA achieves statistically significant higher fitness than SMEA after approximately 500,000 lower level evaluations; both are significantly better than BAPT$\text{M}$ in both metrics. Fig. 4.3 shows how the performance of MEA is affected by different values of $q$, the number of times $O_l(p_u)$ is evaluated. Interestingly, lower values of $q$ result in faster learning with no difference in peak fitness achieved.
Figure 4.4: Similar plot as Fig. 4.2, but with PNE$_{15}$ as $O_i$. Both MEA and SMEA perform better than BAPTM by a wide margin. MEA begins to overtake SMEA in performance after roughly six million lower level evaluations.

PNE$_{15}$ is a generalization of PNE$_{5}$, with 10 of the hand selected parameters of PNE$_{5}$ replaced by tunable parameters. These 10 additional parameters allow the EA to choose what selection and crossover operators to use. The following parameters are set for each $O_u$: $K = 30$, $q = 1$, $f_{\text{max}} = 2,000$, and $t_{\text{max}} = 15,000,000$. For BAPTM, $K = 151$ as the minimum required size for 15 parameters. The performance of all three $O_u$ are compared in Fig. 4.4. While MEA and SMEA learn equally fast initially, the difference between the two become statistically significant after six million lower level evaluations and MEA terminates with a higher peak fitness. BAPTM only achieves a fraction of the peak fitness of MEA and SMEA.
Figure 4.5: Cumulative histogram of success rate of PNE, PNE$_5$, and PNE$_{15}$ over the number of evaluations of $F_l$, with success defined as balancing the poles for $t_s$ time steps. Results are from 200 independent runs of each $O_l$. All runs solved the task in significantly less time than $f_{\text{max}} = 40,000$ evaluations. PNE$_{15}$ is 1.5 times faster than PNE$_5$, and six times faster than PNE.

So far, the results of PNE$_5$ and PNE$_{15}$ only show their performance when evaluated up to $f_{\text{max}}$. It remains to be shown that they can consistently and successfully evolve networks that balance poles for $t_s = 100,000$ time steps. Thus, $f_{\text{max}}$ is increased to 40,000 evaluations and $O_l$ is run 200 times with the parameters $p_u$ of the median performing individual returned by MEA from its 150 runs. As Fig. 4.5 shows, PNE$_{15}$ performs better than PNE$_5$ and both PNE$_{15}$ and PNE$_5$ perform much better than hand-designed PNE, verifying that the optimal $p_u$ are indeed discovered in the full double pole balancing task. Furthermore, despite having more parameters to optimize,
The goal is to steer a simulated helicopter to remain as close as possible to a fixed point in 3D space. There are 12 state variables that describe the helicopter’s position, rotation, linear/angular velocities and four continuous action variables which determine the pitch of the aileron, elevator, rudder, and main rotor. The system takes into account a constant wind velocity (chosen from 10 preset velocities) and sensor noise. The simulation lasts for 60,000 time steps and $F_l(p_l) = 1/\log(X)$ where $X$ is the sum of (1) the cumulative deviation error of the helicopter from its starting position and (2) a additional large penalty if the helicopter exceeds certain bounds on its position and crashes. This tasks shows that MEA is effective on control problems which are significantly more complex than pole balancing.

the performance of PNE$_{15}$ is actually better than that of PNE$_5$.

4.3 MEA in Helicopter Hovering

The goal in the helicopter hovering task [28] is to keep a simulated helicopter in a fixed position in the air subject to a constant wind velocity. Compared to double pole balancing, helicopter hovering is a significantly more difficult task due to the larger state and action space, sensor noise, complex
Figure 4.7: Similar plot as Fig. 4.2, but with HNE<sub>8</sub> as $O_I$. The upper level optimization algorithm $O_u$ is run with each of the 10 wind velocities 15 times, for a total of 150 runs. Because the helicopter simulation is more computationally complex, data is only collected after every fourth generation. Both MEA and SMEA perform better than BAPTM by a wide margin. MEA begins to overtake SMEA in performance after roughly four million lower level evaluations.

dynamics, and a fitness function that punishes any deviation from the optimal control policy (Fig. 4.6). Thus, helicopter hovering is good for demonstrating the scaling potential of the MEA approach. The Appendix contains more details of this task.

For $O_I$, a specialized NE algorithm that has additional mutation replacement and crossover averaging operators is used. The original version (described in [28]) with hand-designed parameters is referred to as HNE and a version of this algorithm with eight tunable parameters (specified in the
Figure 4.8: The fitness of the best individual over the number of evaluations of $F_i$ by HNE and HNE$_8$. Results are averaged over 500 runs, with 50 runs for each of the 10 wind velocities. HNE$_8$ both learns faster and achieves higher peak fitness than HNE.

Appendix), is referred to as HNE$_8$. The network evolved by HNE has a hand-designed topology and consists of 11 linear and sigmoid hidden units [28]. The following parameters are set for each $O_i$: $q = 1$, $f_{\text{max}} = 5,000$, and $t_{\text{max}} = 15,000,000$; for BAPTM, $K = 51$. As seen in Fig. 4.7, the performance improvement of MEA over SMEA becomes statistically significant after roughly four million evaluations and both are significantly better than BAPTM. Fig. 4.8 compares the performance of representative examples (median performing individual for each wind velocity) of HNE$_8$ and HNE when the task is solved fully with $f_{\text{max}} = 25,000$. In comparison to HNE, HNE$_8$ learns faster and achieves higher peak fitness, demonstrating the value of bilevel op-
timization over hand-design.

4.4 MEA in Evolving an Adaptive Genetic Algorithm

AGA has three static parameters: population size, replacement rate, and mutation rate, and two adaptive parameters: mutation amount and crossover rate. The neural network that controls these two adaptive parameters has 21 weights. When setting AGA as $O_l$ and evolving it with MEA, the dimensionality of $p_u$ is 24. For comparison purposes, a static version where all six parameters are fixed during the course of the run is also tuned with MEA. MEA is configured as follows: $K = 30$, $q = 1$, $f_{\text{max}} = 2,000$, and $t_{\text{max}} = 15,000,000$.

AGA and the static GA are tuned with MEA with six benchmark functions as $F_l$. Most of the functions are multimodal and thus challenging to optimize. These benchmark functions are also widely used in the evolutionary computation community to evaluate the performance of GAs; for instance, most of them are included as part of the blackbox optimization contest held annually at the GECCO conference [12, 16, 39]. Each of these functions has a dimensionality of two and the global minimum at $f(x, y) = 0$. In order provide a maximization problem suitable for GAs, the transformed function $g(x, y) = \frac{1}{\max(f(x, y), \epsilon)}$ is used instead. The epsilon term in $g(x, y)$ is necessary to avoid infinite values when $f(x, y) = 0$ and is set to $1e - 308$. The equations of these test functions and their respective visualizations can be found in Table 4.1.
<table>
<thead>
<tr>
<th>Name and Equation</th>
<th>Visualization</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dejong F5</strong></td>
<td><img src="image" alt="Dejong F5 Visualization" /></td>
</tr>
<tr>
<td>( f(x, y) = \left( 0.002 + \sum_{i=1}^{25} \frac{1}{1 + (x_1-a_{iy})^2 + (x_2-a_{iy})^2} \right)^{-1} )</td>
<td></td>
</tr>
<tr>
<td>( a = \begin{pmatrix} -32 &amp; -16 &amp; 0 &amp; 16 &amp; 32 &amp; -32 &amp; \ldots &amp; 32 \ -32 &amp; -32 &amp; -32 &amp; -32 &amp; -32 &amp; -16 &amp; \ldots &amp; 32 \end{pmatrix} )</td>
<td></td>
</tr>
</tbody>
</table>

| **Schaffer F6**   | ![Schaffer F6 Visualization](image) |
| \( f(x, y) = 0.5 + \frac{\sin^2(\sqrt{x^2+y^2}) - 0.5}{1 + 0.01(x^2+y^2)} \) |

| **Schaffer F7**   | ![Schaffer F7 Visualization](image) |
| \( f(x_0 \cdots x_n) = \left[ \frac{1}{\sqrt{n}} \sqrt[4]{s_i \cdot (\sin(50.0s_i^{\frac{1}{2}}) + 1)} \right]^2 \) |
| \( s_i = \sqrt{x_i^2 + x_{i+1}^2} \) |

| **Rosenbrock**    | ![Rosenbrock Visualization](image) |
| \( f(x_1 \cdots x_n) = \sum_{i=1}^{n-1} (100(x_i^2 - x_{i+1})^2 + (1 - x_i)^2) \) |

| **Rastrigin**     | ![Rastrigin Visualization](image) |
| \( f(x_1 \cdots x_n) = 10n + \sum_{i=1}^{n} (x_i^2 - 10\cos(2\pi x_i)) \) |

| **Schwefel**      | ![Schwefel Visualization](image) |
| \( f(x_1 \cdots x_n) = \sum_{i=1}^{n} (-x_i \sin(\sqrt{|x_i|})) + \alpha \cdot n \) |
| \( \alpha = 418.982887 \) |

Table 4.1: Names, equations, and visualizations of the six optimization benchmark functions that are used to evaluate the performance of AGA.
As shown by Fig. 4.9, MEA evolves an AGA that easily exceeds the performance of the static GA for all six test functions. In some cases the performance difference can be quite large, as seen in Fig. 4.9(f). The main reason is that the function being optimized is \( g(x, y) = \frac{1}{\max(f(x, y), \epsilon)} \); the closer \( f(x, y) \) gets to zero, the closer \( g(x, y) \) becomes to \( \frac{1}{\epsilon} \). As a result, small decreases in \( f(x, y) \) near its minimum will translate into large increases in \( g(x, y) \).

In Fig. 4.10, the behavior of AGA is visualized for each of the six functions. The plots on the odd and even columns show how the mutation amount and crossover rate vary over the generations, respectively. Results are averaged over 1500 runs of AGA (10 runs for each evolved \( p_u \) returned by MEA). The shaded error regions in the plots of each adaptive parameter show the standard deviation. The visualizations indicate a clear pattern in the adaption of the mutation amount: it starts high and steadily decreases over the generations. On the other hand, no clear pattern exists for the crossover rate.

The next chapter will analyze the results from experiments in more detail, present interesting findings, and describe possible areas of future research.
Figure 4.9: Comparison of the performance of the adaptive (blue line) and static (green line) GA as $O_l$ and with (a) Dejong F5, (b) Schaffer F6, (c) Schaffer F7, (d) Rosenbrock, (e) Rastrigin, and (f) Schwefel as $F_l$. AGA shows noticeable improvement in performance over the static version.
Figure 4.10: Visualization of how AGA changes the mutation amount (odd columns) and crossover rate (even columns) for (a) Dejong F5, (b) Schaffer F6, (c) Schaffer F7, (d) Rosenbrock, (e) Rastrigin, and (f) Schwefel as $F_l$. The x-axis shows the number of generations elapsed while the y-axis shows the magnitude of the adaptive parameters. Shaded error regions shows the standard deviation. For all six functions, there is a clear trend where the mutation amount decreases over time. There is no evident pattern for crossover rate.
Chapter 5

Discussion and Future Work

The experimental results in the previous chapter reveal some interesting findings regarding MEA and its applications to optimizing control tasks and benchmark functions. They also suggest interesting areas for further research.

5.1 Analysis of Experimental Results

The results from the experiments show that MEA performs better than SMEA and that both are much better than BAPTM. The main cause of BAPTM’s performance are the inaccurate approximations given by its regression model. The relatively few number of individuals in $Z$ during the first generations and noise in evaluating $O_l(p_u)$ cause the quadratic model to overfit initially. Furthermore, the fitness landscape of $F_u$ is irregular and not well described by a quadratic approximation. For example, preliminary experiments show that doubling the population size of PNE$_5$ can result in $F_u(p_u)$ decreasing by an order of magnitude.

Surprisingly, running MEA with lower values of $q$ results in better performance and faster convergence to the optimal fitness value. This result is counter-intuitive because there is more evaluation noise with smaller values
of $q$ and some averaging of evaluations should be useful. One explanation is that as the number of generations increase, both the fitness averaging and approximation mechanisms of MEA become more accurate. They eventually help smooth out the evaluation noise, retaining individuals with good fitness, and eliminating those with bad fitness. This conclusion is supported by observations that the performance of MEA becomes steadily less noisy and more consistent over the generations. As seen in Figs. 4.2, 4.4, and 4.7, MEA’s fitness approximation mechanism also explains why its performance continues to increase even though that of SMEA, which does not use fitness approximation, is flattening out.

Interestingly, although $PNE_{15}$ has three times as many $p_u$ as $PNE_5$, the performance of $PNE_{15}$ is noticeably better. A more complex parameterization of an optimization algorithm allows it to fit better to a problem, especially if it is using parameters discovered through bilevel optimization. With MEA, it might thus be possible to discover specialized optimization algorithms that excel in solving particular problem domains.

The results of evolving AGA are promising on a selection of standard benchmark functions for blackbox optimization. The tendency for mutation amount to decrease resembles the behavior of hand-tuned adaptive GAs in literature [41]. As the population moves closer to the optimum of the fitness function, a decrease in the mutation amount makes sense since it increases the probability that the newly created individuals will remain near the optimum and not deviate too far off. The lack of a clear pattern for crossover rate may
suggest that the effectiveness of crossover may not depend on the current state of the population or how close the population is to the optimum.

There are still some limitations to what AGA can achieve. Preliminary experimental results show that evolving AGA offers no performance improvement over a static GA in the domain of a real-world problem such as double-pole balancing. The lack of any performance difference suggests that the fitness function for NE is fundamentally different from test functions. It is also possible that the optimal behavior for the GA parameters in NE is to simply remain the same over the generations. Another limitation is that AGA is not invariant to changes in the scaling of the fitness function. For example, if AGA is tuned over $f(x, y)$, it might output different and possibly worst performing adaptive parameters for $100f(x, y)$. The reason is that the input to the neural network which sets the parameters every generation will also be increased by a factor of 100, thus causing the neurons to saturate.

5.2 Future Work

There are several interesting directions of future work:

1. Further research in evolving AGAs for neuroevolution tasks. This research includes trying more state features and normalization schemes for the parameter setting neural network and having that network set other parameters such as population size.

2. Optimizing not only the learning parameters of NE at the upper level,
but also the topology of the neural network. This is reminiscent of Whiteson and Stone’s NEAT+Q algorithm [43] where an upper level EA evolves the topology of a neural network value-function approximator and its weights are fined-tuned with backpropagation as $O_t$. There has been much research recently into training deep neural networks for tasks like image recognition and classification. In almost all cases, the topology of the neural network and the learning parameters are selected by hand, yet it has been acknowledged that both make a huge impact on the performance. It would be interesting to see if a bilevel approach can discover deep neural networks that can exceed state of the art performance on image classification datasets.

3. Combining various heuristics from existing EAs, such as differential evolution and particle swarm optimization, to create a more complex and general-purpose lower level parameterization that performs well on a wide variety of optimization problems.
Chapter 6

Conclusion

In this thesis, parameter tuning for NE is cast as a bilevel optimization problem. A novel upper level optimization algorithm, MEA, is proposed and shown to achieve better results in optimizing parameters for NE. These evolved parameters result in significantly better performance over hand-designed ones in two difficult real-world control tasks. Remarkably, evolving a more complex parameterization of the lower level optimization algorithm results in better performance, even though such a parameterization would be very difficult to manage by hand. Lastly, MEA has been shown to be capable of evolving an AGA that outperforms static GAs on certain benchmark functions. Bilevel optimization is thus a promising approach for solving a variety of difficult optimization problems.
Chapter 7

Appendix

The Appendix contains more details regarding the two control tasks and lower level optimization algorithms \( O_t \) that are used in the experiments to evaluate the performance of MEA.

7.1 Details of Control Tasks

For the double pole balancing task, the length and mass of the longer pole is set to 0.5 meters and 0.1 kilogram. The length and mass of the shorter pole is set to 0.05 meters and 0.01 kilograms. The mass of the cart itself is 1.0 kilogram. The shorter pole is initialized in a vertical position while the longer pole is initialized with one degree offset from the shorter pole. Both poles and the cart have zero initial velocity. The topology of the neural network controller whose weights are evolved by PNE_5 and PNE_{15} is shown in Fig. 7.2.

For the helicopter hovering task, the linear equations that describe the dynamics of the helicopter simulator is given in detail in [28]. The topology of the controller whose weights are evolved by HNE_8 is shown in Fig. 7.2. The wind speeds in the simulator are fixed and within the range of \([-5, 5]\) m for both the X-axis and the Y-axis. The helicopter crashes when one of the
Figure 7.1: The topology of the neural network used in the double pole-balancing task. The inputs are position and velocity of the cart ($X, \dot{X}$), and the angles and angular velocities of the two poles ($\theta_1, \dot{\theta}_1, \theta_2, \dot{\theta}_2$). The output is an action moving the cart left or right.

conditions is met: (1) velocity of the helicopter along any axis exceeds 5 m/s, (2) the position is off more than 20 m, (3) the angular velocity along any axis exceeds $4\pi$ rad/s, or (4) if the rotation is off more than $\pi/6$ rad.

7.2 Parameters, Constraints, and Default values

Table 7.1 lists the parameters, constraints, and default values for the $p_u$ of PNE$_5$, PNE$_{15}$, and HNE$_8$. At the beginning of every generation in PNE$_{15}$, the probability a particular selection or crossover operator is chosen to help generate next generation’s population is proportional to the probability parameter assigned to that operator. In HNE$_8$, mutation replacement rate is
Figure 7.2: The topology of the neural network used in the helicopter hovering task. Input variables $x, y, z$ represent the position of the helicopter, $u, v, w$ represent linear velocity, and $\phi, \theta, \omega$ represent the angular velocity of the helicopter. The rotation of the helicopter (roll, pitch, yaw) is not utilized. The output of the network are the aileron pitch (a1), elevator pitch (a2), rudder pitch (a3), and main rotor collective pitch (a4).

the probability that a randomly generated value replaces a particular gene instead of being added to it. Crossover averaging rate is the probability that corresponding genes in two individuals are averaged together instead of being swapped. The meaning of the other parameters should be clear from their names.

7.3 Evolved Parameters

To illustrate how evolution improves upon the default values, Table 7.2 lists the final parameters evolved by the median performing run of MEA.
<table>
<thead>
<tr>
<th>Parameters</th>
<th>Constraints</th>
<th>Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mutation Rate</td>
<td>[0,1]</td>
<td>0.40</td>
</tr>
<tr>
<td>Mutation Amount</td>
<td>[0,1]</td>
<td>0.30</td>
</tr>
<tr>
<td>Replacement Fraction</td>
<td>[0,1]</td>
<td>0.50</td>
</tr>
<tr>
<td>Initial Weight Range</td>
<td>[0,12]</td>
<td>6.00</td>
</tr>
<tr>
<td>Population Size</td>
<td>[0,400]</td>
<td>400</td>
</tr>
</tbody>
</table>

**Extra PNE<sub>15</sub> Parameters**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Constraints</th>
<th>Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mutation Probability</td>
<td>[0,1]</td>
<td>1.00</td>
</tr>
<tr>
<td>Crossover Probability</td>
<td>[0,1]</td>
<td>1.00</td>
</tr>
<tr>
<td>Uniform Crossover Rate</td>
<td>[0,1]</td>
<td>0.00</td>
</tr>
<tr>
<td>Tournament/Truncation Fraction</td>
<td>[0,1]</td>
<td>0.25</td>
</tr>
<tr>
<td>Tournament Selection Probability</td>
<td>[0,1]</td>
<td>0.00</td>
</tr>
<tr>
<td>Truncation Selection Probability</td>
<td>[0,1]</td>
<td>1.00</td>
</tr>
<tr>
<td>Roulette Selection Probability</td>
<td>[0,1]</td>
<td>0.00</td>
</tr>
<tr>
<td>1-pt Crossover Probability</td>
<td>[0,1]</td>
<td>1.00</td>
</tr>
<tr>
<td>2-pt Crossover Probability</td>
<td>[0,1]</td>
<td>0.00</td>
</tr>
<tr>
<td>Uniform Crossover Probability</td>
<td>[0,1]</td>
<td>0.00</td>
</tr>
</tbody>
</table>

**HNE<sub>8</sub> Parameters**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Constraints</th>
<th>Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mutation Probability</td>
<td>[0,1]</td>
<td>0.75</td>
</tr>
<tr>
<td>Mutation Rate</td>
<td>[0,1]</td>
<td>0.10</td>
</tr>
<tr>
<td>Mutation Amount</td>
<td>[0,1]</td>
<td>0.80</td>
</tr>
<tr>
<td>Mutation Replacement Rate</td>
<td>[0,1]</td>
<td>0.25</td>
</tr>
<tr>
<td>Replacement Fraction</td>
<td>[0,1]</td>
<td>0.02</td>
</tr>
<tr>
<td>Population Size</td>
<td>[0,200]</td>
<td>50</td>
</tr>
<tr>
<td>Crossover Probability</td>
<td>[0,1]</td>
<td>0.50</td>
</tr>
<tr>
<td>Crossover Averaging Rate</td>
<td>[0,1]</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Table 7.1: Parameters, constraints, and default values for PNE<sub>5</sub>, PNE<sub>15</sub>, and HNE<sub>8</sub>.
<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values Found by MEA</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PNE&lt;sub&gt;5&lt;/sub&gt;</strong></td>
<td></td>
</tr>
<tr>
<td>Mutation Rate</td>
<td>0.46</td>
</tr>
<tr>
<td>Mutation Amount</td>
<td>0.59</td>
</tr>
<tr>
<td>Replacement Fraction</td>
<td>0.87</td>
</tr>
<tr>
<td>Initial Weight Range</td>
<td>6.53</td>
</tr>
<tr>
<td>Population Size</td>
<td>17</td>
</tr>
<tr>
<td><strong>PNE&lt;sub&gt;15&lt;/sub&gt;</strong></td>
<td></td>
</tr>
<tr>
<td>Mutation Rate</td>
<td>0.65</td>
</tr>
<tr>
<td>Mutation Amount</td>
<td>1.00</td>
</tr>
<tr>
<td>Replacement Fraction</td>
<td>1.00</td>
</tr>
<tr>
<td>Initial Weight Range</td>
<td>2.67</td>
</tr>
<tr>
<td>Population Size</td>
<td>32</td>
</tr>
<tr>
<td>Mutation Probability</td>
<td>1.00</td>
</tr>
<tr>
<td>Crossover Probability</td>
<td>0.85</td>
</tr>
<tr>
<td>Uniform Crossover Rate</td>
<td>0.18</td>
</tr>
<tr>
<td>Tournament/Truncation Fraction</td>
<td>0.57</td>
</tr>
<tr>
<td>Tournament Selection Probability</td>
<td>0.96</td>
</tr>
<tr>
<td>Truncation Selection Probability</td>
<td>0.01</td>
</tr>
<tr>
<td>Roulette Selection Probability</td>
<td>0.03</td>
</tr>
<tr>
<td>1-pt Crossover Probability</td>
<td>0.00</td>
</tr>
<tr>
<td>2-pt Crossover Probability</td>
<td>0.42</td>
</tr>
<tr>
<td>Uniform Crossover Probability</td>
<td>0.58</td>
</tr>
<tr>
<td><strong>HNE&lt;sub&gt;8&lt;/sub&gt;</strong></td>
<td></td>
</tr>
<tr>
<td>Mutation Probability</td>
<td>1.00</td>
</tr>
<tr>
<td>Mutation Rate</td>
<td>0.03</td>
</tr>
<tr>
<td>Mutation Amount</td>
<td>0.77</td>
</tr>
<tr>
<td>Mutation Replacement Rate</td>
<td>0.21</td>
</tr>
<tr>
<td>Replacement Fraction</td>
<td>0.04</td>
</tr>
<tr>
<td>Population Size</td>
<td>28</td>
</tr>
<tr>
<td>Crossover Probability</td>
<td>0.94</td>
</tr>
<tr>
<td>Crossover Averaging Rate</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table 7.2: Evolved parameters for PNE<sub>5</sub>, PNE<sub>15</sub>, and HNE<sub>8</sub> by MEA.
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